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ABSTRACT

This paper uses a panel-VAR approach to estimate both the dynamic and structural macroeconomic response of resource-rich, low-income countries to global commodity price shocks. I use a block recursive ordering, as well as a simple Choleski decomposition, to identify structural commodity price shocks for a set of developing countries. The block recursive identification strategy assumes only that global macroeconomic conditions do not respond to individual low-income country conditions contemporaneously. The results suggest that a one standard deviation increase in commodity prices raises per capita income in developing countries by 0.26% and government spending and investment by 4.4% and 12.4%. The effects are larger for less developed countries, economies with fixed exchange rate regimes and those that are more dependent on commodity exports. Commodity price shocks also result in significant transformation of these economies, with the share of value-added in manufacturing contracting by 0.17–0.22 percentage points. Whilst these effects may appear small, they represent the effect of exogenous commodity price shocks that are not due to changes in aggregate demand or global financial conditions. This suggests that commodity price movements alone may be less important in explaining the volatility of low-income country growth than other explanations. Taken together, these results present a more nuanced picture of the 'resource curse' in poor countries. Whilst per capital income levels are positively affected by resource booms, the potential for de-industrialisation does exist. The channel through which this link operates appears to be the real exchange rate, with resource booms leading to appreciation pressures. To illustrate the relevance of these results, I investigate the impact of the recent oil price collapse on the Nigerian economy.

© 2017 Board of Trustees of the University of Illinois. Published by Elsevier Inc. All rights reserved.

1. Introduction

The recent collapse of world commodity prices has led to some analysts calling this the end of the so called commodities ‘super-cycle’.1 Diminishing growth prospects for emerging market economies, especially China, combined with abundant supply has continued to put downward pressure on the prices of most commodities, with the oil price reaching its lowest levels since the early 2000s according to the 2016 World Economic Outlook from the International Monetary Fund (IMF). The question of how resource booms and busts affect growth is as pertinent today as it has ever been, particularly for commodity exporting low-income countries.

The empirical evidence on the effect of natural resource wealth on economic growth and development is mixed. Whilst some studies find that resource booms are a blessing, others find that they are a curse, and others still find that the outcome depends on a number of factors.2 Two key challenges have faced this literature from the start. The first, is that measures of resource wealth are likely to be endogenous to a whole host of economic and political factors. The second is that the channels through which any positive or negative economic impacts of a resource boom may operate are numerous and multifaceted. These include an appreciation in the real exchange rate, de-industrialisation, increased volatility, political patronage and rent-seeking, and violent conflict, to name but a few.

This paper aims to shed light on both these fronts. It develops a new proxy for resource wealth, based on subterranean reserves, that is exogenous to economic conditions in low-income countries. A panel vector auto-regression (panel-VAR) is used to orthogo-
nalise movements in the commodity prices, specifically minerals and hydrocarbons, against global and local economic conditions. The short-run macroeconomic response for low-income, resource-rich economies is investigated, as well as the de-industrialisation effects and a possible ‘Dutch disease’ channel.

Original work by Sachs and Warner (1995, 1999) finds a negative relationship between resource wealth and long-run economic growth, whilst more recent work by Mehluhm, Moene, and Torvik (2006) finds that this is particularly the case in countries with poor institutions. This result continues to hold even after controlling for a whole host of potential omitted variables, as shown by Van der Ploeg (2011). Given the long time periods used, these findings can be thought of as the long-run relationship between resource booms and economic growth.

The key challenge facing this early work was the endogeneity of potential measures of resource wealth. The standard approach has been to use resource abundance (the share of resources in GNP) as the independent variable. However, this measure is likely to be endogenous for two reasons. First, by construction, dividing by GDP means that higher GDP will correlate with lower resources as a share of GDP thus setting up a negative correlation. Second, this scaling exercise implies that resource wealth as a share of GDP is no longer independent of the economic policies and institutions that drive both economic growth and the scale of resource production.

Controlling for this endogeneity results in the negative effect on growth coming into question. Brunnschweiler and Bulte (2008), for example, instrument for resource dependence, using resource abundance, constitutions, and institutions, and find that natural resource booms lead to higher growth. Van der Ploeg and Poelhekke (2010) use economically recoverable reserves as a proxy for resource wealth and find that there is no evidence for either a curse or a blessing, unless one allows for an indirect negative effect via volatility.

Another strand of the literature, which is similar in vein to this paper, focuses on the short-run effects of resource shocks on growth. Early work by Deaton and Miller (1996) finds a positive effect of commodity price booms on income levels in the Pan-Africa region using a vector auto-regression (VAR) framework. More recent work by Raddatz (2007) makes use of a panel-VAR to study the impact of different external shocks, including commodity price shocks, on output volatility in low-income countries. They find that positive commodity price shocks significantly raise income in the short run, but that these shocks in general can only explain a small fraction of the output variance of a typical low-income country. In a slightly different approach, Collier and Goderis (2012) use a panel error correction model (ECM) to show that commodity booms have unconditional positive short-term effects on output, but potentially negative long-run effects in countries with poor governance.

These studies take similar approaches to addressing the endogeneity issues that have plagued the earlier growth literature. The approach is based on the work by Deaton and Miller (1996) who weight world commodity price indices by country specific commodity export shares in 1975, which are held constant over time. The authors argue that international commodity prices are typically unaffected by the economic conditions of individual countries and, as a result, can be treated as exogenous. Raddatz (2007) uses the same country specific commodity price indices whilst Collier and Goderis (2012) augment the indices by weighting them by the share of net commodity exports in GDP, which is also held constant.

The validity of this approach hinges crucially on the exogeneity of these commodity price indices.

One concern is that commodity exports as a share of output may be correlated with unobservable characteristics in low income countries (Manzano & Rigobon 2001). In addition, resource exports themselves may also be endogenous. Higher resource exports tend to be associated with fewer non-resource exports, less openness to trade and lower foreign direct investment. Van der Ploeg and Poelhekke (2010) argue that economically recoverable reserves are a more exogenous measure of resource wealth.

The first contribution of this paper is to construct an exogenous measure of resource wealth for low-income countries. The approach involves constructing measures of country specific commodity reserves which are then used to weight movements in global commodity price indices. By using reserves instead of exports, I argue that this new measure of resource wealth in low-income countries is more exogenous that those used in the literature to date.

Another concern is the assumed exogeneity of commodity prices and developing country economic conditions. Work by Hamilton (2003) and Kilian (2008) find that much of the increase in crude oil prices since the 1970s, and particularity since 2002, has been due to increase in aggregate demand for all industrial commodities, rather than exogenous supply shocks. To the extent that global demand shocks may simultaneously affect both commodity prices and low-income country economic output, via export demand, foreign investment and capital flows, the endogeneity of commodity prices will be an issue.

Within the VAR literature, additional consideration must be given to the contemporaneous exogeneity assumptions imposed upon the system. Raddatz (2007), for example, imposes a lower triangular structure on the two blocks of the panel-VAR. The first block contains high income country GDP, commodity based terms-of-trade, the international interest rate, and global disasters, with the second block containing low income country per capita GDP and aid flows. The key identifying assumption is that the flow of causality runs from rich country GDP to commodity prices to world interest rates, but not in reverse. However, this ignores the potential for monetary policy in rich countries to affect aggregate demand, as well as commodity prices.

The second contribution of this paper is to develop a framework that allows for the high degree of simultaneity between global demand, commodity prices and low-income country growth. To this end, the panel-VAR approach serves two purposes. First, it allows us to control for the interdependence between global economic conditions and low-income country growth. And second, by using a block recursive causal ordering, it allows for a greater degree of simultaneity within the global variables block and the local variables block. The results suggest that a one standard deviation increase in commodity prices (around 17.7% on average) raises per capita income levels in low-income countries by 0.26%, government spending by 12.4% and investment by 4.4%. The effects are larger for less developed countries, economies with fixed exchange rate regimes and those that are more dependent on commodity exports.

The final contribution of this paper is the investigation of the impact on the structure of the extracting economies following commodity price shocks. Specifically, I ask whether commodity price shocks lead to de-industrialisation in low-income, resource-rich countries. In an important contribution to the early literature, Corden and Neary (1982) formalised the de-industrialisation process that may result from resource booms. They distinguish between two channels: the ‘resource movement’ effect, which describes the process by which labour may be pulled out of the traditional manufacturing sector following a boom, and the ‘spending effect’, which describes the increase in demand for non-tradables following a boom. Using data from the UN on sectoral value added, I find that resource booms lead to significant de-industrialisation. A one standard deviation increase in commodity prices results in the share of value-added in manufacturing contracting by 0.17–0.22 percentage points (pp), whilst transport and other non-tradable service sectors expand by around 0.10–0.13 pp and 0.26 pp recep-
tively. This link appears to operate through the real exchange rate, with resource shocks leading to appreciations which in turn cause a restructuring of the domestic economy.

Whilst these effects may appear small, it is important to bear in mind that they represent the effect of exogenous commodity price shocks that are not due to changes in aggregate demand or global financial conditions. These estimates suggest that commodity price movements alone may be less important in explaining the volatility of low-income country growth than other explanations, such as demand and productivity shocks.

The focus on resource-rich, low-income countries is motivated on two fronts. The first is that recent discoveries of potentially vast hydrocarbon reserves in sub-Saharan Africa makes the question of how commodity shocks affect growth and structural transformation in these countries highly pertinent. Second, low-income countries are often thought of as being highly susceptible to external shocks, particularly commodity price movements. Work by Collier and Gunning (1999), Dehn (2000) and Collier and Dehn (2001) have documented an important effect of commodity price shocks on growth in developing countries. Understanding both the dynamic and structural impacts these shocks have on low-income countries is vital.

The remainder of the paper is structured as follows. Section 2 presents the empirical methodology and the two step estimation procedure. Section 3 describes the construction of the reserve-weighted commodity price index used to identify exogenous commodity price shocks for each country. Section 4 describes the data. Sections 5 and 6 present the estimation results. Section 7 explores the Dutch disease mechanism. Section 8 uses these results to simulate the effect of recent oil price collapse on the Nigerian economy, and Section 9 concludes.

2. Empirical methodology

The main challenge in estimating the dynamic response of low-income, resource-rich economies to commodity price shocks is in identifying movements in commodity prices that are truly exogenous to economic conditions in these counties. Movements in global commodity prices will reflect both demand and supply shocks. Work by Hamilton (2003) and Kilian (2008) find that much of the increase in crude oil prices since the 70s, and particularly since 2002, has been due to increases in aggregate demand for all industrial commodities, rather than exogenous supply shocks. The problem is that movements in global aggregate demand, as well as international credit market conditions, are likely to simultaneously affect the economic conditions of low-income countries as well global commodity prices. In order to identify exogenous supply driven commodity price movements, I use a VAR model which orthogonalises the commodity price shocks against global aggregate demand and financial conditions.

The empirical approach consists of two steps. Given the interest in studying a group of low-income countries, the first step is to estimate a panel VAR. The VAR model should, in theory, isolate only supply driven changes in commodity prices (or demand driven price changes that do not immediately affect low-income economies) and therefore be exogenous from the perspective of low-income, resource-rich economies. The second step is to take these shocks and regress them on the various sectoral components of value added and operating surplus in these countries. The aim is to study both the aggregate macroeconomic response to commodity price shocks, as well as possible structural transformation processes that might take place as a result.

Clearly, the choice to focus on resource-rich, low-income countries is an important one. As discussed, it is motivated on two fronts: (i) recent discoveries of potentially vast hydrocarbon reserves in parts of the developing world, particularly sub-Saharan Africa, and (ii) low-income countries are often thought of as being highly susceptible to external shocks, particularly commodity price movements. Understanding both the dynamic and structural impact these shocks have on low-income countries is vital. However, by restricting the sample to low-income countries raises issues around selection bias. Namely, by focusing on poor countries today the empirical results may be biased towards finding a negative relationship between commodity price shocks and economic growth.

For this reason, rather than using current income classifications, I select the sample of low-income countries using per capita GNI data from the World Bank in 1970.

2.1. Structural panel VAR

The first step involves estimating a structural vector auto-regression (VAR) model on a panel dataset of macroeconomic variables of resource rich developing economies. Using a VAR approach allows all of the variables in the system to be endogenous. This is important, given the simultaneity in global economic conditions, commodity prices and poor countries’ economic conditions. Applying it to panel data allows for unobserved heterogeneity.

Given that I am interested in estimating the dynamic macroeconomic response of natural resource shocks, the key challenge is in identifying exogenous structural shock series for each country. I do this in two ways. The first involves using a recursive causal ordering on the system, or a Choleski decomposition. Whilst this is a powerful method for identifying structural shocks in VAR models, it does come at the cost of imposing some prohibitively restrictive assumptions on the dynamics of the system. The second method uses a set of ‘block recursive’ type restrictions in which global macroeconomic variables are treated as a separate and independent block to the national variables, such as GDP, investment and government spending. Whilst I continue to impose contemporaneous exogeneity between the two blocks, I do not make any assumption about the causal ordering of variables within each block. This approach imposes much fewer restrictions on the system and is, for that reason, theoretically more appealing a priori.

I begin by describing the problem of identification of shocks in the panel VAR model. Consider, the following first order structural VAR (SVAR) model:

\[ B_{X_{t+1}} = G_0 + G_1 X_{t-1} + e_{X_{t}} \]  

where \( X_{t} = \{GDP, LIBOR, CPIND, G, INF, RLGDP, CP1D\} \) is a vector of endogenous variables for country \( i \) in year \( t \). The variables included in the vector are: log changes in real GDP of high income countries (GDPH), real US Libor rate (LIBOR), log changes in a GDP weighted commodity price index (CPIND) which will be discussed in more detail below, log changes in real government expenditure (G), log changes in real fixed capital formation, (or investment) (I), 3 inflation.

---

3 According to estimates by Wood Mackenzie, recoverable natural gas reserves in Mozambique are 85 trillion cubic feet (tcf) and 18 tcf in Tanzania, with another 100 tcf yet to be found; In Uganda, Tullow Oil estimate that recoverable oil reserves are 1.1 billion barrels (bb), with some 1.4 bb potentially yet to be found; in Madagascar, Madagascar Oil estimate recoverable oil reserves to be 1.7 bb, with a further 10.8 bb of oil and 167 tcf of gas in undiscovered reserves according to an assessment by USGS; Ghana discovered 4 bb of oil in it’s jubilee field in 2007 and production is currently being scaled up; Kenya has also recently discovered potential oil and gas reserves.

4 I am grateful to Inessa Love and Lea Ziccino for the use of their panel VAR programme in Stata. See Love and Ziccino (2006).

5 G is General government final consumption expenditure (current US$); I is Gross fixed capital formation (constant 2005 US$). Both are taken from the World Bank’s World Development Indicators.

tion as measured by the GDP deflator index (INFL), and log changes in real GDP per capita (RGDPPC). The log changes specification for most of the variables is required to ensure stationarity in x_{it}.

An identification problem arises when attempting to estimate Eq. (1). What is actually estimated when taking the model to the data is the following reduced form VAR (RVAR):

\[ x_{it} = A_0 + A_1 x_{i,t-1} + e_{it} \]  

(2)

where \( A_0 = B^{-1} \Gamma_0, A_1 = B^{-1} \Gamma_1, e_{it} = B^{-1} e_{it}', E(e'e') = \Omega = B^{-1} \Phi B^{-1} \), and \( E(\epsilon')\epsilon = \Phi \Omega = \Phi B \Omega B^\prime \). The immediate challenge in estimating Eq. (2) using panel data is that we are required to impose the restriction that the structure of the VAR, in particular the dynamics of the system, is represented by the A matrices, are common across countries. This is a standard assumption in the literature (see Broda, 2001, 2004; Ahmed, 2003; Uribe & Yue, 2006) because, given the length of the time series dimension of the data (around 29 years), it would not be possible to estimate country-specific dynamics. The implication is that the coefficient estimates in the \( A_0 \) and \( A_1 \) matrices are the same for each country. Since this assumption is likely not to hold in practice, I include country fixed effects \( f_i \). The estimation equation becomes:

\[ x_{it} = A_0 + A_1 x_{i,t-1} + f_i + e_{it} \]  

(3)

Since the fixed effects are correlated with the regressors due to lags of the dependent variables, the standard fixed effects estimator will be biased. I therefore use forward mean-differencing, also referred to as the ‘Hellment procedure’ (see Arellano and Bover, 1995). This procedure removes only the forward mean, i.e. the mean of all the future observations available for each country–year. This transformation preserves the orthogonality between transformed variables and lagged regressors, so the lagged regressors can be used as instruments and estimate the coefficients by system GMM.

Whilst the estimates of the RVAR are consistent, it is not possible to recover the coefficients of the SVAR, which is the object of interest. The RVAR forces the contemporaneous structural shocks of each variable in \( x_{it} \) into the errors \( e_{it} \), which consists of some combination of the true structural shocks related to each variable \( e_t \). To isolate the structural shocks to any one of the variables in the system it is necessary to decompose the residuals in such a way that they become orthogonal.

2.1.1. Choleski

The first approach uses, is a simple recursive causal ordering, or a Choleski decomposition, of the \( B^{-1} \) matrix, which allows for the identification of the structural shocks \( e_{it} \) in the panel-VAR. Identification via a recursive causal ordering implies that the \( B^{-1} \) matrix linking the structural shocks and the reduced form errors is lower triangular.

\[
\begin{bmatrix}
  e_{GDPh1} \\
  e_{LIBR0} \\
  e_{CPINDi,t} \\
  e_{Gti} \\
  e_{l_i,t} \\
  e_{INFI,t} \\
  e_{RGDPPCi,t}
\end{bmatrix}
= \begin{bmatrix}
  1 & \cdots & 0 \\
  \vdots & \ddots & \vdots \\
  b_1 & \cdots & 1
\end{bmatrix}
\times
\begin{bmatrix}
  e_{GDPh1} \\
  e_{LIBR0} \\
  e_{CPINDi,t} \\
  e_{Gti} \\
  e_{l_i,t} \\
  e_{INFI,t} \\
  e_{RGDPPCi,t}
\end{bmatrix}
\]

(4)

where \( e_{xt} \) is the vector of the structural shocks of interest from Eq. (1), \( b_1 \) are the parameters of interest from the \( B^{-1} \) matrix, and \( e_{xt} \) are the reduced form errors from estimating the panel-VAR in Eq. (2). In using this approach, the ordering of the variables in \( x_{it} \) becomes important. The identifying assumption used in this case is that each variable in \( x_{it} \) affects the variables that appear below it contemporaneously but only affects the variables above it with a lag. More specifically, it assumes that the contemporaneous causal order runs from the GDP of high income countries, to the US Libor, to the commodity price index for each country. The most endogenous variable is real per capita GDP in each country which is affected by all of the variables appearing before it in the VAR. This includes government spending and aggregate investment. This causal ordering means, for example, that the residual from the first equation of the VAR, \( e_{GDPh1} \), contains only the orthogonalised shock of high income country GDP, \( e_{GDPh1} \).

The ordering of the commodity price index (CPIND) after the global economic indicators (GDPH and LIBOR) means that commodity prices are assumed to only affect rich country GDP and the US Libor rate with a lag. Given, that this assumption is unlikely to hold in practice I explore an alternative identification strategy in the following section.

Placing CPIND before individual countries’ economic indicators (G, I, INFL and RGDPPC) implies that commodity prices are not affected by the present economic performance of the low-income country (government spending, investment, inflation and per capita GDP). This is the small country assumption. I appeal to two arguments in support of this assumption. First, none of the countries included in the sample are large enough exporters of any individual commodity to have an effect on global prices.\(^6\) And, second, the construction of the commodity price index CPIND is such that any risk of contemporaneous correlation between it and national economic conditions is minimized. One concern is that current per capita GDP of the low income country may be affected directly by the level of exports (and commodity exports in particular). If commodity exports are used in the denominator of the weighted price index, as is often the case in studies of natural resource shocks, this would likely violate the contemporaneous homogeneity assumption of the commodity price index CPIND with respect to RGDPPC. The approach taken here is to use historical commodity deposits rather than current commodity exports to weight each price index. The construction of the commodity price index is discussed in detail in section 3.

2.1.2. Block Recursive

The second approach involves splitting the VAR into two blocks and applying the recursive causal ordering to the blocks, rather than the specific variables. This is known in the literature as ‘block recursive’ identification. The first block contains the global variables (GDPH, LIBOR and CPIND) whilst the second block contains the national variables (G, I, INFL and RGDPPC). The VAR model becomes:

\[
\begin{bmatrix}
  e_{t1} \\
  e_{N}
\end{bmatrix}
= \begin{bmatrix}
  d_{11} & 0 \\
  d_{21} & d_{22}
\end{bmatrix}
\times
\begin{bmatrix}
  e_{t1} \\
  e_{N}
\end{bmatrix}
\]

where \( e_{t1} = [e_{GDPh1}, e_{LIBR0}, e_{CPINDi,t}]' \) is the vector of reduced form errors of the national variable block, and \( e_N = [e_{Gti}, e_{l_i,t}, e_{INFI,t}, e_{RGDPPCi,t}]' \) is the vector of reduced form errors from the national block. The element \( d_{11} \) is a \( 3 \times 3 \) matrix of parameters to be estimated, whilst \( [d_{21} d_{22}] \) is a \( 4 \times 7 \) matrix of parameters. Identification via a block recursive strategy implies that the \( D^{-1} \)

\(^6\) The list of the 28 countries included in the panel is discussed in the data section and I believe that this assumption is likely to hold in the sample. No countries have been removed.
matrix is lower triangular but the $B^{-1}$ no longer is. Instead the zero restrictions are located in the upper right corner as follows:

\[
\begin{bmatrix}
    e_{\text{GDPH}} \\
e_{\text{LIBOR}} \\
e_{\text{CPIND}_{i,t}} \\
e_{\text{G}_{i,t}} \\
e_{t,i} \\
e_{\text{INF}_{i,t}} \\
e_{\text{RGDPCC}_{i,t}} \\
\end{bmatrix} =
\begin{bmatrix}
    1 & b_{12} & b_{13} & 0 \\
b_{21} & 1 & b_{23} & 0 \\
\vdots & \vdots & \vdots & \vdots \\
b_{71} & b_{72} & b_{73} & 1 \\
\end{bmatrix}
\times
\begin{bmatrix}
    e_{\text{GDPH}} \\
e_{\text{LIBOR}} \\
e_{\text{CPIND}_{i,t}} \\
e_{\text{G}_{i,t}} \\
e_{t,i} \\
e_{\text{INF}_{i,t}} \\
e_{\text{RGDPCC}_{i,t}} \\
\end{bmatrix}
\]

(5)

The identifying assumptions made here are less strict than those in the Choleski decomposition case in two ways. First, all of the national level variables are assumed to depend on each other contemporaneously. That is, I make no prior assumptions about which national level variables are pre-determined with respect to each other. And second, I allow the global variables, rich country GDP, the US Libor rate and the commodity price indices, to be contemporaneously inter-dependent with each other. The twelve zero restrictions in the top right corner of the B matrix are the sole restrictions placed on the system, namely that the three global level variables do not respond to the national level macroeconomic conditions contemporaneously. I justify the first eight restrictions ($b_{14} = b_{17} = 0$ and $b_{24} = b_{27} = 0$) using the small country assumption, i.e. each individual country in the sample is not big enough to influence either global demand or global financial conditions. Given that I restrict the sample to low income countries, these restrictions seem plausible. The final four restrictions ($b_{34} = b_{37} = 0$) imply that the commodity price indices for each country in the sample do not react to national level economic conditions (specifically, national level GDP, investment, inflation and government spending). The same problems arise as in the Choleski identification strategy. Again, the construction of the price index will be important here.

It is worth noting that while the Choleski decomposition produces a unique solution for the $B^{-1}$ matrix, the block recursive identification strategy does not. There are potentially an infinite number of rotations of the B matrix that would satisfy the zero restrictions placed on the block recursive model. The key, however, is that it is not possible to identify all of the structural shocks ($e_{\text{GDPH}}$) under block recursion. In the current set-up however, it will be possible to identify the impact of individual shocks from one block on the variables of another. Specifically, the interest will be in identifying the impact of commodity price shocks ($e_{\text{CPIND}_{i,t}}$), which is located in the first block, on the national level variables ($G$, $I$, INF, RGDPCC) in the second block.

Finally, the model in Eq. (3) is estimated using a single lag. The use of a single lag structure is done for ease of interpretation of the results, however, higher order lag structures, up to four lags, are also estimated, as are a number of lag-order selection statistics for the model. I find that one lag is a reasonable choice for this model.

3. Seemingly unrelated panel regressions

Having identified the structural commodity price shocks in the panel-VAR, the second step involves taking the orthogonalised commodity price error ($e_{\text{CPIND}_{i,t}}$) and regressing these on the share of value-added in different sectors of the domestic economy. The aim is to investigate the impact of commodity price shocks on the sectoral performance of low-income, resource-rich economies. The hypothesis is that, if a Dutch disease mechanism is at work, in which resource booms lead to a loss of international competitiveness, then these shocks, as proxied by shocks to the country specific commodity price index, should have a differential impact on the share of value-added in sectors that are more or less exportable. This follows from work by Rajan and Subramanian (2011) who find that aid inflows adversely affect manufacturing sectors that are more exportable and that this works through an appreciation of the real exchange rate.

I use a seemingly unrelated regression (SUR) framework which assumes that the error terms are correlated across equations. This is important as the residuals from the sectoral regressions are unlikely to be independent. I estimate the following model:

\[
y_{i,j,t} = \alpha + \beta_{1} G_{i,t} + \beta_{2} I_{i,t} + \beta_{3} \text{INF}_{i,t} + \beta_{4} \text{RGDPCC}_{i,t} + \beta_{5} y_{i,j,t} + \beta_{6} \text{SHOCK}_{i,t} + f_{i,t} + e_{i,j,t}
\]

(6)

where $G$, $I$, INF and RGDPCC are defined as before, $y_{i,j,t}$ is the share of real value-added in sector $j$ of country $i$ at time $t$ in total real value-added, $y_{i,j,t}$ is the initial share of real value-added, $f_{i,t}$ are country fixed effects, $n_{i}$ are year fixed effects, and $\text{SHOCK}_{i,t}$ is the orthogonalised error ($e_{\text{CPIND}_{i,t}}$) from the panel-VAR model for country $i$ at time $t$, scaled by the standard deviation of the shocks. Here, the structural error can be thought of directly as the exogenous component of commodity price shocks. The sign and size of the coefficient $\beta_{6}$ for each sector will highlight the existence or otherwise of potential de-industrialisation effects from positive commodity price shocks.

I exclude the global variables (GDPH and LIBOR) from the regression as these will be endogenous. Whilst this will also be the case for the local level variables ($G$, $I$, INF and RGDPCC), I include these simply as controls as they will explain a large proportion of the variation in sectoral value-added between countries. This should not be a concern, given that I am not making a causal interpretation of these coefficients, however I do check the robustness of the results to omitting all endogenous variables from the model (see Appendix A for details).

4. Weighted price index

The construction of the reserve-weighted commodity price index (CPIND) deserves further explanation. The aim is to construct a country specific commodity price index which measures the exposure of each low income country to movements in various global commodity prices, but which does not violate the contemporaneous exogeneity assumption between the commodity price index and national level variables ($b_{34} = b_{37} = 0$).

I construct an annual commodity price index ($\text{PIND}_{i,t}$), using UNCTAD commodity price data for nine minerals$^{8}$ and EIA data for oil and gas prices, where 2010 = 100. The analysis is restricted to minerals and hydrocarbons for a number of reasons.

First, much of the theory of the resource curse tends to focus on point resources. By focusing on minerals and hydrocarbons, this paper remains strictly within the realm of this existing theoretical work. In addition, the commodities I choose to focus on are predominantly windfall resources; that is, their discovery, excavation and exploitation is less endogenous to natural, political or economic conditions in the country. This is less likely to hold for a number of commodities, particularly agricultural products.

$^{7}$ Satisfying the rank condition is key here. In an n-variable VAR, an equation is identified if and only if at least one non-zero determinant of order ($n-1$) by ($n-1$) can be constructed from the coefficients on the variables not excluded from that particular equation, when they appear in other equations in the model. I check the rank condition and find that it is satisfied.

$^{8}$ These are: gold, silver, tungsten, iron, copper, lead, nickel, tin and zinc. Some organic sediments such as coal are not included in the UNCTAD monthly price series.
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Second, the resource curse theory emphasizes that the commodity sector is price-taking so that the effects of domestic demand do not feature in the analysis. This is important as it allows us to focus on the relative price challenge, i.e. the real exchange rate. Again, this would not be the case for many agricultural commodities which are subject to local and regional demand dynamics.

And finally, a key feature of the paper is the construction of an exogenous commodity index measure for each country. To do this, I make use of subterranean reserve data. Clearly the concept of reserves does not apply to many commodities, including agricultural products.

Changes in commodity prices may affect low income commodity exporters differently depending on the importance of these commodities in the economy. The problem with simply weighting the commodity price index by the share of that commodity in exports or GDP is that this scaling exercise implies that this variable is no longer independent of economic policies and institutions, and is potentially endogenous to domestic economic conditions. Instead, I construct a weight for each commodity, in each country, which is equal to the value of commodity reserves as a proportion of GDP in 1985.\(^9\) The key is that this 1985 reserve-GDP weight is independent of economic policy and institutions from 1985 onwards and is thus exogenous to local economic conditions. This weight is held constant over time and constructed as follows:

\[
\omega_{c,i}^{1985} = \frac{p_{c,i}^{1985} r_{c,i}^{1985}}{Y_i^{1985}}
\]

where \(p_{c,i}^{1985}\) is the price of commodity \(c\) in 1985, \(r_{c,i}^{1985}\) is the volume of reserves of commodity \(c\) in country \(i\) in 1985, and \(Y_i^{1985}\) is nominal GDP in country \(i\) in 1985. One problem with using 1985 reserves directly, is that the discovery of subterranean natural resources is likely to be endogenous to local economic and political conditions. New discoveries post-1985 are more likely to occur in countries that have favourable economic conditions. The risk is that, by ignoring these newly discovered reserves, we over-estimate the impact of commodity price shocks, which are weighted by reserves, on growth.

To deal with this, I construct an estimate of commodity reserves in each country in 1985 by summing up the annual production over the period and adding this to the 2013 estimate of sub-soil commodity reserves from the IntierrarRMG database. The definition of \(r_{c,i}^{1985}\) is therefore given by:

\[
r_{c,i}^{1985} = r_{c,i}^{2013} + \sum_{t=1985}^{2013} Y_{c,i}^{t}
\]

where \(r_{c,i}^{2013}\) is the volume of reserves of commodity \(c\) in country \(i\) in 2013, and \(Y_{c,i}^{t}\) is the production of commodity \(c\) in country \(i\) at time \(t\). I then apply these weights to the annual price index \(p_{c,i}^{t}\) for each commodity \(c\) in each year \(t\). This forms the 1985 reserve-GDP weighted commodity price index for each commodity produced in each country, which is summed over all commodities to produce a reserve-GDP country commodity price index (CPIND\(_{c,i,1}\)) as follows:

\[
\text{CPIND}_{c,i,1} = \sum_{c=1}^{13} \omega_{c,i}^{1985} p_{c,i}^{t}
\]

This allows the effects of commodity price movements to be larger for countries in which commodities represent a larger share of GDP, as measured by the size of their commodity reserves in 1985.

5. Data

5.1. Sources

The analysis in this paper makes use of data from a number of different sources: United Nations (UN) Statistics, United Nations Industrial Development Organisation’s (UNIDO) INDSTAT2 database, UN Conference on Trade and Development (UNCTAD), International Monetary Fund (IMF) World Economic Outlook (WEO), IMF International Financial Statistics (IFS), World Bank (WB)/World Development Indicators (WDI), The Penn World Tables 6.2 (PWT), The Natural Resource Governance Institute, US Energy Information Agency (EIA) and Intierrar-RMG.

I categorise a country as being resource-rich using the IMF’s definition. According to the IMF, a country is defined as resource-rich if it has either natural resource revenue or exports at least 20% of total fiscal revenue or total exports, on average, over the period 2006–2010.\(^{10}\) There are 51 countries classified as resource rich. In addition, I add 12 countries who have recently discovered substantial natural resource reserves but where production may not yet have begun.\(^{11}\) I also include 9 countries where, according to the Natural Resources Governance Institute, minerals hold great potential for future fiscal revenue.\(^{12}\) This gives a total of 72 resource-rich countries.

I classify countries as low, middle or high-income using data on real GNI per capita using the World Bank Atlas method. Low-income countries are those whose real GNI per capita in 1970 was below the equivalent of 1045 USD in the 2015 fiscal year. Of the 72 resource-rich countries, 46 are classified as low-income according to this definition.

Data on the sectoral breakdown of value added, employment and gross fixed capital formation comes from the United Nations (UN) database on National Accounts Estimates of Main Aggregates and UNIDO. The National Accounts data records the value added by industry according to International Standard Industrial Classification of All Economic Activities (ISIC), revision 4, 1-digit codes. The data is only available for the main groups and some categories are grouped together. The data covers 7 sectors\(^{13}\) in 211 countries from 1970 to 2012.

Rich country GDP, which covers advanced economies\(^{14}\) only, as well as data on the US Libor rate and the US deflator, comes from the IMF’s WEO database from 1980 to 2013. Data on the real exchange rate, inflation, population, T-bill rate, real per capita GDP in PPP terms for each low income country also comes from the WEO, also from 1980 to 2013.

---

\(^9\) The data I use comes from the IntierrarRMG database on mining intelligence. The database includes annual production, at the mine level, from 1985 to 2013 as well as reserve data at the mine level for 2013. This means that the earliest I can construct reserve data for is 1985.

\(^{10}\) Gabon and Equatorial Guinea are included because of CEMAC monetary union membership; while Liberia, Niger, Cote d’Ivoire and Uzbekistan are included in spite of incomplete data availability.

\(^{11}\) These are: Sierra Leone, Afghanistan, Madagascar, Mozambique, CAR, Uganda, Tanzania, Togo, Kyrgyz Re-public, Sao Tome and Principe, Ghana and Guatemala.

\(^{12}\) These are: Cambodia, Colombia, Egypt, India, Myanmar, Morocco, Philippines, South Sudan and Zimbabwe.

\(^{13}\) The sectors are: agriculture, hunting, forestry, fishing (ISIC A-B); mining, manufacturing, utilities (ISIC C-E); manufacturing (ISIC F); construction (ISIC F); wholesale, retail trade, restaurants and hotels (ISIC G-H); transport, storage and communication (ISIC I); other activities (ISIC J-P).

\(^{14}\) Composed of 35 countries: Australia, Austria, Belgium, Canada, Cyprus, Czech Republic, Denmark, Estonia, Finland, France, Germany, Greece, Hong Kong SAR, Iceland, Ireland, Israel, Italy, Japan, Korea, Luxembourg, Malta, Netherlands, New Zealand, Norway, Portugal, San Marino, Singapore, Slovak Republic, Slovenia, Spain, Sweden, Switzerland, Taiwan Province of China, United Kingdom, and United States.
Purchasing power parity (PPP) conversion factors and nominal exchange rates for the calculation of the real exchange rate come from the Penn World Tables version 6.2.

Annual production of natural gas and oil comes from the US Energy Information Administration (EIA) and covers 208 countries from 1980 to 2013. The EIA also provides a time series of gas prices from 1922, and crude oil prices from 1986.

Data on individual mineral production and reserves comes from the IntierraRMG database on mining intelligence. The database includes annual production, at the mine level, from 1985 to 2013 as well as reserve data at the mine level for 2013. This data is aggregated up to the national level, and reserves in 1985 are calculated by adding the cumulative annual production to the reserves remaining in the ground in 2013, as discussed above.

I use commodity price data from UNCTAD from 1960 to 2013. The minerals for which I have production, reserves and prices for are: gold, silver, platinum, palladium, aluminium, iron, copper, lead, nickel, tin, zinc, diamonds and tungsten.16

5.2. Summary statistics

I use the full sample of low-income, resource-rich countries in the sample, for which there is sufficient data. Of the original 46 countries, 16 are dropped from the analysis due to lack of data. Table 1 provides a summary of the data. Of the 30 remaining countries, half are in Sub-Saharan Africa, 8 are in Latin America or the Caribbean, 4 are in North Africa or the Middle East and 3 are in Asia (East or South). The majority, 12, are LMICs today (according to their per capita GNI in 2013), with 8 UMICs and 2 HICs. 8 of the countries remain LICs today.

The first thing to note is that the majority of countries in the sample are no longer low-income countries. That is to say, many of the resource-rich countries who were poor in 1970 have in fact managed to foster sufficient economic growth to move themselves out of low-income country status. Clearly, the countries that have grown faster over the period are now richer, as is reflected in the average growth rates by income group. However, those countries that have remained poor have not only grown at a slower pace over the period, but this growth has been much more volatile than any other group. Second, the countries that have remained poor have also experienced the largest declines in government expenditure on average. Those that have managed to achieve middle-income country status have seen government expenditure fall by far less over the period. Only the high-income country group have had positive growth in government expenditure. Finally, it would appear that the low growth rates observed in low-income countries do not appear to have been due to low levels of investment. Investment, as measured by the growth in real fixed capital formation, has actually been relatively high in the low-income country group at around 7.1% per annum on average. However, this investment has been extremely volatile over the period.

The monthly evolution of commodity prices over the period 1960–2013 for the nine mineral commodities, plus oil,17 used in this paper is given in Fig. 1. The first thing to note is the significant amount of volatility in each of the series over the time period. Second, there appear to be three periods in which the commodity price series display common shocks. These are around 1980, 1990 and 2008, all of which correspond to major global economic crises. It is important that, when using commodity prices as a proxy for commodity shocks, these potentially demand driven movements in commodity prices are dealt with appropriately.

6. Panel-VAR estimation results

This section presents the results from estimating the panel-VAR model in Eq. (3). The model is estimated using annual data for the 30 low-income, resource-rich countries in the dataset, covering the period 1985–2013. The average number of years for which data exists for each country is 24, giving 704 observations in total. The model in Eq. (1) could be estimated using OLS, however, as discussed in Section 2.1, given the inclusion of fixed effects and a lagged dependent variable, common dynamic panel bias becomes a problem (Nickell, 1981).18 To overcome this problem, I estimate the coefficients by system GMM using forward-mean differencing. Given the use of some observations (and their lags) as instruments in the GMM estimation the sample size is reduced slightly to 643.

The following two figures present the IRFs for various shocks identified using the Choleski and block recursive strategies. Only selected IRFs are presented here and confidence intervals are left out for ease of viewing. Note however, that all of these IRFs are statistically significant at the 5% level or better.19 As most of the variables in the model are in log differences, the IRFs show the log changes in each variable. The IRFs are scaled by the standard deviation of the shocks, and so they represent responses of variables to shocks of the order of magnitude seen in the data. Each panel plots the dynamic response of one variable to a one standard deviation shock in another.

In interpreting these results, it is worth bearing in mind that, if the identifying restrictions hold, these IRFs plot the dynamic response of each variable in the system to an exogenous shock, or impulse, of each variable.

6.1. Choleski

Fig. 2 presents the orthogonalised and cumulative impulse response functions (IRFs) from the applying the Choleski decomposition. Panel (a) shows the own IRF for the country specific reserve-GDP weighted commodity price index (CPIND). It plots the time profile of a one-period, one standard deviation increase in the commodity price index (just over 17.7% on average). We see that the bulk of the effect of shocks on the price of commodities produced by low-income, resource-rich, countries tend to last no more than one year on average.

Panels (b) and (c) show the dynamic response of the commodity price index (CPIND) to a one standard deviation impulse to advanced economy real GDP (GDPH) and the US Libor rate (LIBOR) respectively. These two panels correspond to the dynamic response of commodity prices to shocks in aggregate global demand and global financial conditions. As expected, a one standard deviation increase in global aggregate demand (or around 4.2%), leads to an immediate and statistically significant increase of the average commodity price index for low-income countries of around 1.5 standard deviations. The dynamic response of commodity prices to global demand shocks lasts for around 3 years. A one standard deviation

15 Price data for palladium and platinum are not available from UNCTAD so I use data from the RMG database instead.
16 The diamond price is calculated by dividing production quantity by production value—thus specific to each country.
17 I do not have monthly prices for natural gas, only annual prices.

18 While it is true that the bias in dynamic panels approach zero as T becomes large, Judson and Owen (1999) find significant bias even when T = 30. In my dataset, I have 24 years of data on average for each country.
19 The IRFs from the Choleski model with 95% confidence bands, before scaling, are presented in Appendix A (Fig. 12). The confidence bands are generated by Monte Carlo simulation with 10,000 simulations. The process involves randomly generate a draw of coefficients of $A_t$ and $A_{t-1}$ from Eq. (2) using the estimated coefficients and their variance-covariance matrix and re-calculate the impulse- responses. This process is repeated 100 times and the 5th and 95th percentiles of the distribution of coefficients are used to generate the confidence interval for the IRFs.
### Table 1

Summary statistics.

<table>
<thead>
<tr>
<th>Country</th>
<th>Region</th>
<th>2013 Income group</th>
<th>Real per capita GDP growth</th>
<th>Commodity price index growth</th>
<th>Gov exp growth</th>
<th>Real fixed capital formation growth</th>
<th>GDP deflator</th>
<th>Manufacturing real value-added share</th>
<th>Agriculture real value-added share</th>
<th>Growth in manuf rva share</th>
<th>Growth in agric rva share</th>
</tr>
</thead>
<tbody>
<tr>
<td>Indonesia</td>
<td>EAP</td>
<td>LIC</td>
<td>28</td>
<td>1986</td>
<td>2013</td>
<td>0.036</td>
<td>0.041</td>
<td>0.033</td>
<td>0.128</td>
<td>0.063</td>
<td>0.133</td>
</tr>
<tr>
<td>Philippines</td>
<td>EAP</td>
<td>LMIC</td>
<td>28</td>
<td>1986</td>
<td>2013</td>
<td>0.020</td>
<td>0.023</td>
<td>0.035</td>
<td>0.128</td>
<td>0.051</td>
<td>0.081</td>
</tr>
<tr>
<td>Bolavia</td>
<td>LAC</td>
<td>LMIC</td>
<td>27</td>
<td>1986</td>
<td>2012</td>
<td>0.015</td>
<td>0.019</td>
<td>0.061</td>
<td>0.128</td>
<td>0.057</td>
<td>0.121</td>
</tr>
<tr>
<td>Chile</td>
<td>LAC</td>
<td>HIC</td>
<td>28</td>
<td>1986</td>
<td>2013</td>
<td>0.039</td>
<td>0.026</td>
<td>0.038</td>
<td>0.128</td>
<td>0.084</td>
<td>0.102</td>
</tr>
<tr>
<td>Colombia</td>
<td>LAC</td>
<td>UMIC</td>
<td>13</td>
<td>2003</td>
<td>2011</td>
<td>0.027</td>
<td>0.017</td>
<td>0.095</td>
<td>0.128</td>
<td>0.177</td>
<td>0.223</td>
</tr>
<tr>
<td>Ecuador</td>
<td>LAC</td>
<td>UMIC</td>
<td>28</td>
<td>1986</td>
<td>2013</td>
<td>0.012</td>
<td>0.026</td>
<td>0.038</td>
<td>0.128</td>
<td>0.215</td>
<td>0.203</td>
</tr>
<tr>
<td>Guatemala</td>
<td>LAC</td>
<td>UMIC</td>
<td>28</td>
<td>1986</td>
<td>2013</td>
<td>0.011</td>
<td>0.013</td>
<td>0.033</td>
<td>0.128</td>
<td>0.043</td>
<td>0.049</td>
</tr>
<tr>
<td>Mexico</td>
<td>LAC</td>
<td>UMIC</td>
<td>28</td>
<td>1986</td>
<td>2013</td>
<td>0.009</td>
<td>0.001</td>
<td>0.033</td>
<td>0.128</td>
<td>0.096</td>
<td>0.121</td>
</tr>
<tr>
<td>Peru</td>
<td>LAC</td>
<td>UMIC</td>
<td>28</td>
<td>1986</td>
<td>2013</td>
<td>0.020</td>
<td>0.007</td>
<td>0.053</td>
<td>0.128</td>
<td>0.107</td>
<td>0.120</td>
</tr>
<tr>
<td>Trinidad and Tobago</td>
<td>LAC</td>
<td>HIC</td>
<td>18</td>
<td>1991</td>
<td>2008</td>
<td>0.046</td>
<td>0.039</td>
<td>0.016</td>
<td>0.128</td>
<td>0.164</td>
<td>0.151</td>
</tr>
<tr>
<td>Algeria</td>
<td>MENA</td>
<td>LIC</td>
<td>24</td>
<td>1986</td>
<td>2009</td>
<td>0.004</td>
<td>0.029</td>
<td>0.022</td>
<td>0.128</td>
<td>0.022</td>
<td>0.060</td>
</tr>
<tr>
<td>Egypt</td>
<td>MENA</td>
<td>LIC</td>
<td>28</td>
<td>1986</td>
<td>2013</td>
<td>0.024</td>
<td>0.016</td>
<td>0.016</td>
<td>0.128</td>
<td>0.010</td>
<td>0.010</td>
</tr>
<tr>
<td>Iran</td>
<td>MENA</td>
<td>LIC</td>
<td>19</td>
<td>1986</td>
<td>2007</td>
<td>0.014</td>
<td>0.057</td>
<td>0.030</td>
<td>0.128</td>
<td>0.064</td>
<td>0.025</td>
</tr>
<tr>
<td>Morocco</td>
<td>SA</td>
<td>LIC</td>
<td>27</td>
<td>1986</td>
<td>2012</td>
<td>0.023</td>
<td>0.045</td>
<td>0.050</td>
<td>0.128</td>
<td>0.066</td>
<td>0.081</td>
</tr>
<tr>
<td>India</td>
<td>SA</td>
<td>LIC</td>
<td>28</td>
<td>1986</td>
<td>2013</td>
<td>0.044</td>
<td>0.023</td>
<td>0.016</td>
<td>0.128</td>
<td>0.062</td>
<td>0.084</td>
</tr>
<tr>
<td>Botswana</td>
<td>SSA</td>
<td>UMIC</td>
<td>27</td>
<td>1986</td>
<td>2012</td>
<td>0.037</td>
<td>0.044</td>
<td>0.017</td>
<td>0.128</td>
<td>0.097</td>
<td>0.121</td>
</tr>
<tr>
<td>Country</td>
<td>Region</td>
<td>2013 Income group</td>
<td>Real per capita GDP growth</td>
<td>Commodity price index growth</td>
<td>Gov exp growth</td>
<td>Real fixed capital formation growth</td>
<td>GDP deflator</td>
<td>Manufacturing real value-added share</td>
<td>Agriculture real value-added share</td>
<td>Growth in manuf rva share</td>
<td>Growth in agric rva share</td>
</tr>
<tr>
<td>LIC</td>
<td>186</td>
<td>0.020</td>
<td>0.059</td>
<td>0.061</td>
<td>0.019</td>
<td>-0.184</td>
<td>0.529</td>
<td>0.071</td>
<td>0.305</td>
<td>12.252</td>
<td>13.138</td>
</tr>
<tr>
<td>LMIC</td>
<td>284</td>
<td>0.013</td>
<td>0.030</td>
<td>0.059</td>
<td>0.156</td>
<td>-0.039</td>
<td>0.243</td>
<td>0.060</td>
<td>0.155</td>
<td>14.515</td>
<td>19.024</td>
</tr>
<tr>
<td>UMIC</td>
<td>189</td>
<td>0.014</td>
<td>0.041</td>
<td>0.052</td>
<td>0.205</td>
<td>-0.088</td>
<td>0.292</td>
<td>0.048</td>
<td>0.122</td>
<td>54.638</td>
<td>156.232</td>
</tr>
<tr>
<td>HIC</td>
<td>46</td>
<td>0.043</td>
<td>0.033</td>
<td>0.068</td>
<td>0.172</td>
<td>0.013</td>
<td>0.101</td>
<td>0.075</td>
<td>0.190</td>
<td>8.277</td>
<td>7.394</td>
</tr>
</tbody>
</table>
shock to the 3-month US Libor rate (or an increase of around 1.25 percentage points), which proxies for the actual cost of borrowing for LICs, leads to an immediate fall in commodity prices of 0.024 standard deviations. This is likely due to the fact that in normal times, the US Libor rate will move with the Federal Funds rate. Any positive shock to this rate will result in lower demand holding supply constant, and so lower commodity prices.

Panel (d) shows the response of real per capita GDP ($\text{RGDPPC}$) to a shock in the commodity price index ($\text{CPIND}$). A one standard deviation increase in the commodity price index results in an increase in real per capita GDP in the following period of around 0.043 standard
deviations. Given that the average standard deviation of income growth is 4.3%, this response is equivalent to an increase in real GDP per capita of around 0.18%. Growth remains above its baseline level for around two to three years following a commodity price shock, before returning to the pre-shock level.

This is a relatively small effect. It suggests that commodity price movements alone may be less important in explaining the volatility of low-income country growth than other explanations. These could include demand, productivity and climatic shocks, international financial flows and conflict episodes.

The remaining panels, (e) and (f), show the response of government spending (G) and fixed investment (I) to the same commodity price shock. We see that the commodity price shock results in higher government expenditure and investment growth. From panel (e) we see that a one standard deviation increase in CPIND results in a statistically significant increase in real government expenditure (G) of around 0.3 standard deviations (or 9.3%) in the following period. Government expenditure remains above its baseline level for at least 4 years following a commodity price shock. Finally, from panel (f) we see that the same commodity price shock results in an increase in real capital formation (I) of around 0.15 standard deviations (or 2.9%). Investment then returns quickly to its baseline level in year 2, but remains volatile as a result for at least four years.

6.2. Block recursive

Fig. 3 presents the IRFs using the block recursive restrictions rather than Choleski to retrieve the structural shocks to the panel-VAR system. As discussed in the methodology section, given the nature of the identifying restrictions placed on the model, it is not possible to retrieve all of the structural errors from the panel-VAR. Here, I focus on the response of national level variables, which appear in the second block, to shocks to the commodity price index, which appears in the first block.

I continue to scale the response functions by the standard deviations in the data. The results suggest that whilst both identification strategies broadly agree on the direction of the IRFs, the block recursive strategy delivers larger response functions for real income, government spending and investment in low-income countries. Given the more plausible restrictions placed on the B\(^{-1}\) matrix under block recursiveness, the difference in the IRFs is evidence that the simple recursive ordering approach underestimates the impact of commodity price movements on macroeconomic conditions in resource rich, low-income countries.

Panel (a) of Fig. 3 shows that, under block recursion, a one standard deviation shock to commodity prices leads to an immediate increase in per capita GDP growth of around 0.06 standard deviations, equivalent to 0.26%. This is larger than under Choleski and is due to commodity shocks now being stripped of any endogeneity with respect to global economic conditions.

Panels (b) and (c) of Fig. 3 show the response of government spending (G) and fixed investment (I) to a commodity price shock under block recursiveness. The direction of the IRFs are all in agreement with the results from the Choleski identification strategy, and the magnitudes of the responses are all larger. From panel (d) we see that a commodity price shock results in a statistically significant increase in real government expenditure (G) of 0.4 standard deviations (or 12.4%) in the following period, compared to 0.3 under Choleski. From panel (e) we see that the same commodity price shock results in an increase in real capital formation (I) of around 0.23 standard deviations (or 4.4%), compared to 0.15 under Choleski.

6.3. Robustness

One concern may be the inclusion of OPEC members in the analysis who are likely to set their oil production levels strategically in...
response to the oil price.21 I therefore re-estimate the IRFs without OPEC members. The results are presented in Figs. 4 and 5 in Appendix A. The impact of CPIND shocks on real income growth fall slightly under both identification strategies; from 0.043 to 0.038 under Choleski, and from 0.06 to 0.042 under block. The impact on government spending and investment are also reduced. The intuition here is that OPEC members may be more able to guide the oil market to their collective advantage, resulting in more beneficial effects of commodity price movements on local economic conditions.

Another interesting experiment is to test the sensitivity of the headline results to restricting the sample to low income countries. I re-run the panel-VAR estimations on an extended sample which includes middle-income, resource-rich countries.22 The results are presented in Figs. 6 and 7 in Appendix A. The IRFs under Choleski present broadly the same picture in this extended sample (see Fig. 6). Under the block restrictions, the impacts of commodity price shocks on local variables are again reduced. The impact of commodity price shocks on real income falls from 0.06 standard deviations to 0.04 (see Fig. 7), whilst the impacts on government spending and investment also fall to 0.3 and 0.15 respectively. On one hand we might expect more developed economies to be better placed to take advantage of resource windfalls. On the other hand, however, the effect of commodity windfalls is likely to be diluted in more developed countries, whose economies are less dependent on resource exports.

Standard macroeconomic theory suggests that the choice of exchange rate regime is important for the ability of an economy to respond to external shocks. Flexible exchange rates allow for a faster adjustment to real shocks whilst fixed exchange rates insulate the domestic economy from monetary shocks. Under a flexible exchange rate regime for example, a rise in a countries terms of trade would typically lead to an expansion in aggregate demand, putting upward pressure on the interest rate and causing capital inflows. This in turn would lead to an appreciation in the exchange rate and a reduction in net exports, thus mitigating the effects of the initial shock. Under fixed exchange rates the economic impacts of real shocks are magnified. I test this prediction using our panel VAR. In Figs. 8 and 9 I classify countries as fixed or flexible exchange rate regimes respectively and estimate the impulse response functions separately.23 The results support the theory. I find that the response of real income, to commodity price shocks, whilst continuing to be short lived, are magnified under fixed exchange rates, by up to four times on average. A similar result exists for government spending and investment.

Finally, I explore the link between countries’ exposure to commodity price shocks and the magnitude of the dynamic responses of macroeconomic variables to these shocks. We may expect the size of the IRFs to depend on the importance of commodity exports to each economy. In effect, countries with larger resource exports should have larger IRFs. I investigate this by splitting the sample of countries into two groups: (i) those with no natural resource exports in 2013 and (ii) those with positive levels of resource exports in 2013. I exclude countries which had extremely large resource exports in 2013, specifically above $US10 million.24 I compare the magnitude of the response of real per capita GDP growth to shocks in the commodity price index. The results, reported in Figs. 10 and 11 in Appendix A, appear to offer some support to this hypothesis. This is particularly visible in the block recursive IRFs presented in Fig. 11 where the size of the response of real GDP per capita to CPIND shocks increases as the exposure increases. An exogenous one standard deviation increase in commodity prices results in an increase in real per capita GDP of 0.08 standard deviations in panel (a) to 0.2 in panel (b).

7. Sectoral regression results

This section investigates the impact that resource booms have on the sectoral structure of resource-rich, low-income economies. The aim here is to test the hypothesis that resource booms lead to a surge in demand for non-tradables and so a re-allocation of economic activity away from more exportable sectors. Whether this is due to a simple spending effect or a combination of this and a real exchange rate effect will be investigated further in the following section.

I present the results from estimating the SUR fixed effects model in Eq. (6). The block recursive orthogonalised structural shocks for the commodity price index ($\epsilon_{CPIND,j,t}$) from the panel-VAR model in the previous section are included as a regressor in the model with up to three lags. The dependent variable ($y_{i,t}$) is the share of real value-added in sector $j$ of country $i$ in year $t$ in total real value-added. The commodity shock variable is scaled by its standard deviation, and so the coefficient estimates show the effect of an exogenous commodity price shock equivalent to one standard deviation.

---

21 The recent revival of OPEC discussions following the low oil price is an example of coordinated action by members in an attempt to guide the oil market. The OPEC members included in the dataset are: Algeria, Ecuador, Gabon, Indonesia, Iran, Nigeria and Saudi Arabia; although Gabon, Ecuador and Indonesia all suspended the membership at some point over the period from 1985 to 2013.

22 The World Bank classifies countries as middle income if GNI per capita in 2015 is between $1,025 and $12,475. The countries added to the analysis are: Kyrgyz Republic, Lao PDR, Mongolia, Norway, Sao Tome and Principe, South Sudan, Timor-Leste, Uzbekistan, Venezuela, Yemen, Albania, Angola, Azerbaijan, Iraq, Kazakhstan, Suriname, Turkmenistan.

23 We use data from the IMF’s Annual Report on Exchange Arrangements and Exchange Restrictions (AREAER) database to classify countries. I omit countries whose exchange rate regimes that fall between the fully flexible or hard fix regimes.

24 The reason for this is that these countries tend to be large OPEC members, and thus not representative of the small open developing economy.
deviation, or a 17.7% increase. I cluster the standard errors by country, to account for autocorrelation, and year since the treatment, the price shocks, are aggregated at the country level.

Table 2 below presents the results from estimating the model using data on real value-added from the UN National Accounts database. This data breaks total value-added into seven sectoral categories which correspond roughly to the ISIC 1-digit codes. Columns 1–7 present the results of the model for each sector. The sectors are:

1. Agriculture, hunting, forestry, fishing (ISIC A-B) (agric)
2. Mining, Utilities (ISIC C-E) (min)
3. Manufacturing (ISIC D) (manuf)
4. Construction (ISIC F) (constr)
5. Wholesale, retail trade, restaurants and hotels (ISIC G-H) (whole)
6. Transport, storage and communication (ISIC I) (trans)
7. Other Activities (ISIC J-P) (other)

The first point to note is the slight reduction in sample size, compared to the panel-VAR, for the various regressions at the 1-digit sectoral level. This is due to missing data on value-added at the sectoral level for some countries included in the analysis. The estimates for real value-added cover 30 countries with around 16 years of data for each, giving 570 observations in total.

Positive commodity price movements are associated with contractions in the share of value added in the manufacturing sector, expansions in the transport and other25 sectors, but no effect on agriculture. A one standard deviation, or 17.7%, exogenous increase in the country specific commodity price index results in an immediate reduction in the manufacturing sector of around 17 percentage points (pp). The share of value-added in the transport sector increases by 0.10 pp immediately, and a 0.13 pp after two years, whilst the share of value-added in the other sectors, which consists of a number of non-tradable goods and services, increases by around and 0.26 pp after a year or two. Interestingly, the mining sector also contracts, albeit after two to three years.

These results lend support to previous empirical findings of a ‘de-industrialisation’ effect of resource booms in low-income countries. The sectors that appear to benefit most from commodity booms are transportation, finance, real estate and public administration. This may be due to the complementaries that exist between these sectors and the natural resource sectors in low-income countries.

The manufacturing sector as a whole, which is typically thought of as a tradable sector suffers. This may be due to a combination of the ‘resource movement’ and ‘spending effect’ channels, in which the tradable nature of manufacturing output leaves the sector susceptible to de-industrialisation pressures following a resource boom. I explore one of the channels through which this de-industrialisation effect may operate in the following section; namely, the Dutch disease.

Because national level control variables on the right hand side of Eq. (6) may be endogenous to sectoral value-added, I have re-estimated the SUR models excluding them as a robustness check. The results are presented in Table 5 in Appendix A. There are some small, but ultimately inconsequential, changes to the results. The negative effect of shocks on manufacturing increases to –0.19 pp. Finally, I exclude OPEC members from the sample and re-estimate the sectoral regression. The results are in Table 6 in Appendix A.

Again, the results do not change much, although the effect on manufacturing is increased to –0.22 pp. This is consistent with the earlier result that OPEC members appear to see larger macroeconomic responses to commodity price shocks.

8. The Dutch disease mechanism

So far the results have shown that whilst resource booms are associated with higher levels of income growth, government spending and investment over the short-run, they also lead to significant re-allocation of economic activity away from tradable sectors. This section explores the possibility of a Dutch disease mechanism at work, in which the real exchange rate appreciates following resource booms thus leading to de-industrialisation. A formal exposition of this link was first presented by Corden and Neary (1982) who argue that resource booms lead to (a) increasing domestic income levels and so an expansion in the demand for non-tradable goods and services, that is a spending channel, and (b) a movement of resources, particularly labour, out of the tradable or exportable sector and into the nontradable sector, that is a resource movement channel. Both of these channels would lead to an appreciation of the real exchange rate as the price of non-tradables increases relative to tradables to clear the domestic market. This section presents evidence that the contraction in manufacturing presented in the previous section does indeed operate through an exchange rate channel.

The approach taken here is relatively straightforward. I regress the share of manufacturing real value-added in total value-added on a measure of the real exchange rate. The key step is to instrument for changes in competitiveness using the orthogonal commodity price shock variable from the block recursive panel-VAR model. I use this to test whether the de-industrialisation effect of resource booms operates through a real exchange rate channel.

Following Rodrik (2008), I construct a measure of the real exchange rate (ε) using data on nominal exchange rates (E) and purchasing power parity conversion factors (PPP), both from the Penn World Tables (PWT) version 6.2 as follows:

$$\ln (\epsilon_{i,t}) = \ln \left( \frac{E_{i,t}}{PPP_{i,t}} \right)$$

A key issue here is that as countries develop, and income levels rise, they have natural appreciation pressures on the real exchange rate. This is known as the Balassa-Samuelson effect26 and is well documented in the literature. I control for this effect by including national level regressors, including real per capita GDP. I estimate the following equation using two-stage least squares (2SLS) and general method of moments (GMM):

$$rva_{sharemanuf,i,t} = \alpha + \beta_1 G_{i,t} + \beta_2 I_{i,t} + \beta_3 INFL_{i,t}$$
$$+ \beta_4 RGDP{C,i,t} + \beta_5 rva_{sharemanuf,ini,i,t}$$
$$+ \beta_6 RER_{i,t} + \beta_7 + \epsilon_{i,t}$$

where RVA_{sharemanuf,i,t} is the share of real value added in total value-added in country i in year t, G, I, and INFL are country and year fixed effects, G, I, INFL, and RGDP are the country level control variables as before, and RER_{i,t} is the log of the real exchange rate, instrumented for using the commodity price shock variable (CSHOCK_{i,t}), the inflation rate (INFL_{i,t}) and log of real per capita GDP (RGDP{C,i,t}) to account for the Balassa–Samuelson effect.

The results are presented in Table 3 below. In column (1) I exclude all national level controls (G, I, and RGDP) in the main

---

25 The other category includes: financial intermediation (ISIC J); real estate, renting and business activities (ISIC K); public administration and defence (ISIC L); compulsory social security (ISIC M); education (ISIC N); health and social work (ISIC O); other community, social and personal service activities (ISIC P); and, private households with employed persons (ISIC Q).

26 The Balassa-Samuelson effect is the observation that richer countries have systematically higher consumer prices and so more appreciated real exchange rates.
### Table 2
SUR model—all sectors.

<table>
<thead>
<tr>
<th>Variables</th>
<th>(1) Agriculture</th>
<th>(2) Construction</th>
<th>(3) Manufactures</th>
<th>(4) Minerals</th>
<th>(5) Transport</th>
<th>(6) Wholesale</th>
<th>(7) Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>Log gov expenditure</td>
<td>−0.423</td>
<td>−0.113</td>
<td>−0.469†</td>
<td>−0.361</td>
<td>0.264</td>
<td>−0.0882</td>
<td>0.708</td>
</tr>
<tr>
<td></td>
<td>(−1.572)</td>
<td>(−1.482)</td>
<td>(−3.350)</td>
<td>(−1.077)</td>
<td>(−1.915)</td>
<td>(−0.540)</td>
<td>(−4.037)</td>
</tr>
<tr>
<td>Log gross capital formation</td>
<td>−0.331</td>
<td>1.883</td>
<td>−1.045†</td>
<td>−0.0307</td>
<td>−0.386†</td>
<td>−0.232</td>
<td>0.0669</td>
</tr>
<tr>
<td></td>
<td>(−0.791)</td>
<td>(−8.313)</td>
<td>(−4.612)</td>
<td>(−0.0515)</td>
<td>(−2.217)</td>
<td>(−0.708)</td>
<td>(−0.199)</td>
</tr>
<tr>
<td>Deflator</td>
<td>−0.0000264</td>
<td>−0.0000174†</td>
<td>0.000315</td>
<td>−0.000172</td>
<td>−0.000123</td>
<td>0.000188</td>
<td>0.000437†</td>
</tr>
<tr>
<td></td>
<td>(−0.819)</td>
<td>(−2.382)</td>
<td>(−1.865)</td>
<td>(−0.681)</td>
<td>(−0.337)</td>
<td>(−1.084)</td>
<td>(−3.125)</td>
</tr>
<tr>
<td>Log real GDP per capita</td>
<td>−5.899†</td>
<td>1.476</td>
<td>4.712</td>
<td>12.43†</td>
<td>−0.195</td>
<td>0.397</td>
<td>−6.432†</td>
</tr>
<tr>
<td></td>
<td>(−5.958)</td>
<td>(−3.694)</td>
<td>(−5.901)</td>
<td>(−5.317)</td>
<td>(−0.380)</td>
<td>(−0.513)</td>
<td>(−4.124)</td>
</tr>
<tr>
<td>Commodity shock from PVAR (cshock)</td>
<td>−0.0183</td>
<td>0.0217</td>
<td>−0.172†</td>
<td>0.0107</td>
<td>0.0962†</td>
<td>0.0541</td>
<td>0.0707</td>
</tr>
<tr>
<td></td>
<td>(−0.190)</td>
<td>(−0.6)</td>
<td>(−2.070)</td>
<td>(−0.0535)</td>
<td>(−2.275)</td>
<td>(−0.852)</td>
<td>(−0.595)</td>
</tr>
<tr>
<td>L.cshock</td>
<td>−0.0978</td>
<td>0.0391</td>
<td>−0.0943</td>
<td>−0.285</td>
<td>0.132†</td>
<td>0.0926</td>
<td>0.253†</td>
</tr>
<tr>
<td></td>
<td>(−1.085)</td>
<td>(−1.082)</td>
<td>(−1.161)</td>
<td>(−1.419)</td>
<td>(−2.824)</td>
<td>(−1.466)</td>
<td>(−2.232)</td>
</tr>
<tr>
<td>L2.cshock</td>
<td>0.0154</td>
<td>−0.0212</td>
<td>−0.0717</td>
<td>−0.397†</td>
<td>0.123†</td>
<td>0.0902</td>
<td>0.252†</td>
</tr>
<tr>
<td></td>
<td>(−0.194)</td>
<td>(−0.574)</td>
<td>(−0.954)</td>
<td>(−2.126)</td>
<td>(−2.824)</td>
<td>(−1.42)</td>
<td>(−2.113)</td>
</tr>
<tr>
<td>L3.cshock</td>
<td>0.00777</td>
<td>0.0461</td>
<td>0.0135</td>
<td>−0.394</td>
<td>0.0292</td>
<td>0.0687</td>
<td>0.176</td>
</tr>
<tr>
<td></td>
<td>(−0.0907)</td>
<td>(−1.299)</td>
<td>(−0.175)</td>
<td>(−2.016)</td>
<td>(−0.719)</td>
<td>(−1.105)</td>
<td>(−1.356)</td>
</tr>
<tr>
<td>Initial real VA share agriculture</td>
<td>0.569†</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(−6.444)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Initial real VA share construction</td>
<td>−0.0526†</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(−1.725)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Initial real VA share manufacturing</td>
<td>0.489†</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(−18.76)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Initial real VA share transport</td>
<td>0.461†</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(−3.916)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Initial real VA share wholesale</td>
<td>0.285†</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(−3.8)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Initial real VA share other</td>
<td>0.277†</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(−2.87)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>577</td>
<td>577</td>
<td>577</td>
<td>577</td>
<td>577</td>
<td>577</td>
<td>577</td>
</tr>
</tbody>
</table>

Robust z-statistics in parentheses.

Shock = cshock; country and year fixed effects included; low-income, resource-rich countries; standard errors clustered by country and year.

*  p < 0.10
** p < 0.05
*** p < 0.01

### Table 3
IV regression—real exchange rate channel.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Manufacturing real value-added share</th>
<th>Manufacturing real value-added share</th>
<th>Manufacturing real value-added share</th>
</tr>
</thead>
<tbody>
<tr>
<td>log real exchange rate</td>
<td>8.181†</td>
<td>5.086†</td>
<td>4.899†</td>
</tr>
<tr>
<td></td>
<td>(5.462)</td>
<td>(2.386)</td>
<td>(2.231)</td>
</tr>
<tr>
<td>initial real VA share manufacturing</td>
<td>2.094†</td>
<td>1.729†</td>
<td>1.683†</td>
</tr>
<tr>
<td></td>
<td>(6.027)</td>
<td>(3.917)</td>
<td>(3.46)</td>
</tr>
<tr>
<td>log gov expenditure</td>
<td>0.111</td>
<td>0.0826</td>
<td>0.0826</td>
</tr>
<tr>
<td></td>
<td>(−0.615)</td>
<td>(−0.441)</td>
<td>(−0.441)</td>
</tr>
<tr>
<td>log gross capital formation</td>
<td>−0.34</td>
<td>−0.356</td>
<td>(−1.255)</td>
</tr>
<tr>
<td></td>
<td>(−1.180)</td>
<td>(−1.255)</td>
<td>(−1.255)</td>
</tr>
<tr>
<td>deflator</td>
<td>−0.000256</td>
<td>−0.000256</td>
<td>−0.000256</td>
</tr>
<tr>
<td></td>
<td>(−0.803)</td>
<td>(−1.457)</td>
<td>(−1.457)</td>
</tr>
<tr>
<td>log real GDP per capita</td>
<td>1.537</td>
<td>1.819</td>
<td>1.819</td>
</tr>
<tr>
<td></td>
<td>(−4.203)</td>
<td>(−1.675)</td>
<td>(−1.608)</td>
</tr>
<tr>
<td>Constant</td>
<td>−14.67†</td>
<td>−15.29†</td>
<td>−15.64†</td>
</tr>
<tr>
<td></td>
<td>(−4.203)</td>
<td>(−1.675)</td>
<td>(−1.608)</td>
</tr>
<tr>
<td>Observations</td>
<td>580</td>
<td>580</td>
<td>580</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.9</td>
<td>0.932</td>
<td>0.933</td>
</tr>
<tr>
<td>Estimation</td>
<td>2SLS</td>
<td>2SLS</td>
<td>GMM</td>
</tr>
<tr>
<td>Controls</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
</tr>
<tr>
<td>Year and country FE</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
</tr>
</tbody>
</table>

Robust z-statistics in parentheses.

*  p < 0.10
** p < 0.05
*** p < 0.01

### Table 4
Nigeria projections vs outturn.

<table>
<thead>
<tr>
<th>Period</th>
<th>Simulation</th>
<th>RGDPperc</th>
<th>G</th>
<th>I</th>
<th>Year</th>
<th>Real per capita GDP</th>
<th>Real inv</th>
<th>Real gov exp</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td></td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>2014</td>
<td>3.5</td>
<td>12.7</td>
<td>0.2</td>
</tr>
<tr>
<td>1</td>
<td>−0.4</td>
<td>−20.3</td>
<td>−7.2</td>
<td>2015</td>
<td>−0.1</td>
<td>5.9</td>
<td>3.8</td>
<td></td>
</tr>
</tbody>
</table>

equation and estimate the model using 2SLS. Column (2) includes national level controls and column (3) re-estimates this model using GMM. In each case, the real exchange rate variable is instrumented for using commodity price shocks. All three models agree in the direction of the effect: a fall in the real exchange rate (i.e. an appreciation) caused by commodity positive price shocks results in a reduction in the share of manufacturing value-added of between 5 and 6 percentage points.

9. Nigeria and the oil price collapse—a case study

This paper has argued that exogenous commodity price movements can be used as a proxy for resource shocks in resource-rich, low-income countries. Over the short run, booms tend to lead to modest increases in growth, government expenditure and investment in these countries. However, they also result in significant short run structural transformation away from ‘exportable’ sectors towards more ‘non-tradable’ activities; perhaps as a result of movements in the real exchange rate that undermine competitiveness.

But how large are these effects in practice. To put these results into context, this section analyses the recent oil price collapse at the beginning of 2015. I focus specifically on Nigeria as a major oil exporter in my sample, and construct the implied change in the country specific price index after the shock. I calculate the impulse effect on growth, government spending and investment as a result of the shock, using the results from the block recursive identification scheme.

The first step is to identify how the recent oil price collapse compares to the normal variation in the data? The UK Brent Crude Price fell from 101.8 to 53.9 USD per barrel in the 6 months between 2014Q3 and in 2015Q1, equivalent to a 47.1% collapse. Over roughly the same period, rich country GDP growth slowed to 1.8% and the US Libor rate fell by 19.6%. The slowdown of aggregate demand and looser financial conditions account for around 18 percentage points (pp) of the oil price collapse. I treat the remaining 29% drop in oil prices as the exogenous shock. I also assume that any movement in the oil price is exactly reflected in the movement of its reserve-weighted commodity price index.

Table 4 reports the results of simulating a one period exogenous collapse in the price of oil of 29% for Nigeria, equivalent to a 1.6 standard deviation shock. As a result of the oil price shock, Nigeria suffers a contraction of real per capita GDP of 0.4% in the same period; government spending and investment shrink by 20.3% and 7.2% respectively. Table 4 also reports actual data for the Nigerian economy in 2014 and 2015 based on IMF WEO data. Between 2014 and 2015 real per capita GDP shrunk by 0.1%, government spending by −5.3% and investment by 3.8%. Whilst the direction of movement of the key variables are in line with the model predictions, the magnitudes of the simulated effects are somewhat larger than the actual data suggests.

10. Conclusion

Over the past decade extractive industries in Africa have emerged as a powerful engine of economic growth, driven in part by surging demand for natural resources in emerging markets. The continent’s hydrocarbon and mineral potential has been a powerful magnet for foreign investment with new exploration revealing vast reserves, particularly in sub-Saharan Africa. Recent discoveries of natural gas in Mozambique and Tanzania, and oil in Ghana, Uganda and Madagascar are cases in point. The challenge facing the region now is how to transform these temporary resource windfalls into permanent economic and human development successes.

This paper presents an empirical investigation of the dynamic macroeconomic response of resource-rich, low-income countries to global commodity price fluctuations: specifically minerals and hydrocarbons. I provide new evidence on the relationship between resource booms, economic growth and structural transformation in these economies. The endogeneity problems inherent in the cross-country literature on resource booms make it challenging to identify a causal effect of resource wealth on economic development. This paper improves upon previous estimates by identifying exogenous, supply driven commodity price shocks for resource-rich, low-income economies. It then uses these shocks to investigate the potential Dutch disease effects of resource booms at the sectoral level.

I use a panel vector auto regression (or panel-VAR) approach to identify exogenous shocks to global commodity prices and to estimate the dynamic, short-run response of these shocks on economic growth, government spending and domestic investment. The potential for short-term Dutch disease effects are investigated using a seemingly unrelated regression (SURE) framework. Finally, I present preliminary evidence that the link between resource booms and sectoral growth operates is the real exchange rate.

Focusing on resource-rich, low-income economies the results suggest that positive commodity price shocks raise per capita income levels, investment and government spending in the short to medium term, as well as lowering inflation. These effects, however, are quantitatively small, suggesting that commodity price movements alone may be less important in explaining the volatility of low-income country growth than other explanations, such as demand and productivity shocks. Resource booms also result in significant re-structuring of the domestic economy. I show that an empirically robust link exists between resource wealth and the relative growth of tradable or exportable industries. The share of value-added in non-tradable goods and services, such as transport, finance and real estate, expands in response to positive resource shocks whilst value-added in manufacturing contracts. This mechanism appears to operate through the real exchange rate, with resource shocks leading to appreciations which in turn cause a restructuring of the domestic economy. The effects are larger for less developed countries, economies with fixed exchange rate regimes and those that are more dependent on commodity exports.

Appendix A.

See Figs. 4–12 and Tables 5 and 6.

---

27 We believe this is a sensible assumption as oil reserves make up almost all of Nigeria’s natural resource reserves. Nigeria produces a small amount of natural gas but reserves are insignificant compared to oil.
### Table 5
SUR model – all sectors – no controls.

<table>
<thead>
<tr>
<th>Variables</th>
<th>(1) Agriculture</th>
<th>(2) Construction</th>
<th>(3) Manufactures</th>
<th>(4) Minerals</th>
<th>(5) Transport</th>
<th>(6) Wholesale</th>
<th>(7) Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>Commodity shock from PVAR (cshock)</td>
<td>0.0786</td>
<td>−0.0191</td>
<td>−0.186</td>
<td>−0.13</td>
<td>0.106</td>
<td>0.0593</td>
<td>0.135</td>
</tr>
<tr>
<td>L2.cshock</td>
<td>(−0.779)</td>
<td>(−0.396)</td>
<td>(−2.107)</td>
<td>(−0.629)</td>
<td>(−2.476)</td>
<td>(−0.927)</td>
<td>(−1.081)</td>
</tr>
<tr>
<td>L2.cshock</td>
<td>(−0.882)</td>
<td>(−0.44)</td>
<td>(−1.078)</td>
<td>(−1.459)</td>
<td>(−2.926)</td>
<td>(−1.458)</td>
<td>(−2.256)</td>
</tr>
<tr>
<td>L3.cshock</td>
<td>0.0325</td>
<td>−0.0346</td>
<td>−0.0745</td>
<td>−0.429</td>
<td>0.127</td>
<td>0.0918</td>
<td>0.272</td>
</tr>
<tr>
<td>L2.cshock</td>
<td>(−0.337)</td>
<td>(−0.883)</td>
<td>(−0.943)</td>
<td>(−2.170)</td>
<td>(−2.945)</td>
<td>(−1.438)</td>
<td>(−2.284)</td>
</tr>
<tr>
<td>L3.cshock</td>
<td>(−0.135)</td>
<td>(−0.0884)</td>
<td>(−0.439)</td>
<td>(−1.830)</td>
<td>(−0.945)</td>
<td>(−1.171)</td>
<td>(−1.309)</td>
</tr>
<tr>
<td>Initial real VA share agriculture</td>
<td>1.153</td>
<td>(−48.63)</td>
<td>0.193</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Initial real VA share construction</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.278</td>
<td>(−18.01)</td>
<td></td>
</tr>
<tr>
<td>Initial real VA share manufacturing</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.831</td>
<td></td>
</tr>
<tr>
<td>Initial real VA share mining</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Initial real VA share transport</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.843</td>
<td></td>
</tr>
<tr>
<td>Initial real VA share wholesale</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>−0.0151</td>
<td></td>
</tr>
<tr>
<td>Initial real VA share other</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.566</td>
<td></td>
</tr>
</tbody>
</table>

Robust z-statistics in parentheses.

Shock = cshock; country and year fixed effects included; low-income, resource-rich countries; standard errors clustered by country and year.

"p < 0.1.
"p < 0.05.
"p < 0.01.

### Table 6
SUR model – all sectors – national controls, no OPEC.

<table>
<thead>
<tr>
<th>Variables</th>
<th>(1) Agriculture</th>
<th>(2) Construction</th>
<th>(3) Manufactures</th>
<th>(4) Minerals</th>
<th>(5) Transport</th>
<th>(6) Wholesale</th>
<th>(7) Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>Log gov expenditure</td>
<td>−0.472</td>
<td>−0.156</td>
<td>−0.711</td>
<td>−0.121</td>
<td>0.342</td>
<td>−0.0179</td>
<td>0.636</td>
</tr>
<tr>
<td>Log gross capital formation</td>
<td>(−1.539)</td>
<td>(−1.841)</td>
<td>(−4.677)</td>
<td>(−0.343)</td>
<td>(−2.387)</td>
<td>(−0.0988)</td>
<td>(−3.352)</td>
</tr>
<tr>
<td>Deflator</td>
<td>0.318</td>
<td>1.883</td>
<td>0.875</td>
<td>−0.692</td>
<td>−0.293</td>
<td>−0.315</td>
<td>0.27</td>
</tr>
<tr>
<td>Log real GDP per capita</td>
<td>(0.713)</td>
<td>(−7.88)</td>
<td>(−3.741)</td>
<td>(−1.139)</td>
<td>(−1.609)</td>
<td>(−0.853)</td>
<td>(−0.761)</td>
</tr>
<tr>
<td>Commodity shock from PVAR (cshock)</td>
<td>(0.0029)</td>
<td>−0.000186</td>
<td>0.000326</td>
<td>−0.000171</td>
<td>−0.000171</td>
<td>−0.000018</td>
<td>0.000529</td>
</tr>
<tr>
<td>L2.cshock</td>
<td>(−0.861)</td>
<td>(−2.520)</td>
<td>(−2.089)</td>
<td>(−0.741)</td>
<td>(−0.497)</td>
<td>(−0.978)</td>
<td>(−3.423)</td>
</tr>
<tr>
<td>L3.cshock</td>
<td>(−1.262)</td>
<td>(−1.318)</td>
<td>6.376</td>
<td>6.435</td>
<td>1.127</td>
<td>−0.0671</td>
<td>−2.837</td>
</tr>
<tr>
<td>L3.cshock</td>
<td>(−1.31)</td>
<td>(−0.416)</td>
<td>(−1.641)</td>
<td>(−0.906)</td>
<td>(−1.963)</td>
<td>(−0.867)</td>
<td>(−1.886)</td>
</tr>
<tr>
<td>Initial real VA share agriculture</td>
<td>0.580</td>
<td>−0.176</td>
<td>0.0353</td>
<td>−0.221</td>
<td>0.0941</td>
<td>0.0285</td>
<td>0.13</td>
</tr>
<tr>
<td>Initial real VA share construction</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.0986</td>
<td>(−2.301)</td>
<td></td>
</tr>
<tr>
<td>Initial real VA share manufacturing</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.490</td>
<td>(−17.94)</td>
<td></td>
</tr>
<tr>
<td>Initial real VA share mining</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Initial real VA share transport</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.643</td>
<td></td>
</tr>
<tr>
<td>Initial real VA share wholesale</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.312</td>
<td></td>
</tr>
<tr>
<td>Initial real VA share other</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.071</td>
<td></td>
</tr>
</tbody>
</table>

Robust z-statistics in parentheses.

Shock = cshock; country and year fixed effects included; low-income, resource-rich countries; standard errors clustered by country and year.

"p < 0.1.
"p < 0.05.

---

Fig. 4. Panel VAR IRFs – Choleski – no OPEC members.

Fig. 5. Panel VAR IRFs – block recursive – no OPEC members.
Fig. 6. Panel VAR IRFs – Choleski – low and middle income countries.

Fig. 7. Panel VAR IRFs – block recursive – low and middle income countries.

Fig. 8. Panel VAR IRFs – block recursive – fixed exchange rate.
Fig. 9. Panel VAR IRFs – block recursive – flexible exchange rate.

Fig. 10. Panel VAR IRFs – Choleski – exposure levels.

IRFs for CPIND impulse on RGDPPC for different levels of exposure to commodity price shocks. Panel (a) shows countries with zero resource exports in 2013, panel (b) shows countries with positive resource exports.

Fig. 11. Panel VAR IRFs – block recursive – exposure levels.

IRFs for CPIND impulse on RGDPPC for different levels of exposure to commodity price shocks. Panel (a) shows countries with zero resource exports in 2013, panel (b) shows countries with positive resource exports.
旬间变量: 响应变量

Fig. 12. Panel VAR IRFs – Choleski – IRFs with 95% confidence bands.

IRFs and confidence 95% intervals are presented before scaling.
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