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Abstract

Given the effect that outliers can have on regression and specification testing, a vastly used robustification strategy by practitioners consists in: (i) starting the empirical analysis with an outlier detection procedure to deselect atypical data values; then (ii) continuing the analysis with the selected non-outlying observations. The repercussions of such robustifying procedure on the asymptotic properties of subsequent specification tests are, however, underexplored. We study the effects of such a strategy on the White test for heteroscedasticity. Using weighted and marked empirical processes of residuals theory, we show that the White test implemented after the outlier detection and removal is asymptotically chi-square if the underlying errors are symmetric. Under asymmetric errors, the standard chi-square distribution will not always be asymptotically valid. In a simulation study, we show that - depending on the type of data contamination - the standard White test can be either severely undersized or oversized, as well as have trivial power. The statistic applied after deselecting outliers has good finite sample properties under symmetry but can suffer from size distortions under asymmetric errors.
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1 Introduction

Regression analysis and specification testing are, in general, not robust to the presence of outlying or extreme observations. Because of this, it is a widely and commonly applied strategy to start empirical analyses by detecting atypical values in the data, deselecting or dummying them out, then reestimating the model with the selected observations and finally conducting inferences on the model with the selected observations. Welsh and Ronchetti (2006) refer to this applied methodology as the “data-analytic strategy” – DAS henceforth. The asymptotic properties of inferential procedures implemented after such a strategy are, in general, underexplored, although recent contributions have been made on this regard. Chen and Bien (2017) show that conducting standard inferences on the parameters of the model after detecting and removing outliers can be misleading. In the case of testing for normality of residuals after implementing the DAS, Berenguer-Rico and Nielsen (2018) have recently shown that the outlier detection and deselection stage affects the moment-based normality test. More precisely, the usual normalizing constants of the test statistic change and depend on the truncation imposed at the deselection stage and the estimation method being used. The consequences of the DAS on other testing procedures are, however, still unknown. In this paper we focus on the effect of the DAS on the White test for heteroscedasticity (White, 1980) as this statistic remains the cornerstone of much empirical work in economics (Kim, Morse and Zingales, 2006). It is worth emphasizing that rather than proposing a procedure to test for heteroscedasticity, our goal is to theoretically, as well as, computationally analyze the properties of
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the White heteroscedasticity test after having implemented the DAS—an extensively used procedure by practitioners.

Studying the consequences that the presence of outliers and non-normal errors may have when testing for heteroscedasticity has a long tradition in econometrics and statistics. Bickel (1978) introduces a heteroscedasticity test in the spirit of Ascombe’s (1961) test that is robust to the presence of non-normal errors. Carroll and Ruppert (1981) generalize Bickel’s test in such a way that new estimation procedures can be considered. Koenker (1981) shows that the Breusch and Pagan (1979) heteroscedasticity test has correct asymptotic size only under normality. Koenker and Bassett (1982) develop a heteroscedasticity test based on quantile regression which is robust to departures from normality. Through simulations, Evans (1992) studies the effect of non-normal errors on a battery of tests for heteroscedasticity and shows that they tend to be very sensitive to the violation of the kurtosis assumption. Godfrey (1996) shows that the Glesjer (1969) heteroscedasticity test is not asymptotically valid when the distribution of the error term is asymmetric whereas the Koenker (1981) test for heteroscedasticity is susceptible to skewness in finite samples. Lyon and Tsai (1996) study the effect of outliers in a set of eight different tests for heteroscedasticity showing that the White test seems to be highly affected. Van Dijk, Franses and Lucas (1999) show that the asymptotic as well as the finite sample size and power of the Lagrange Multiplier test for autoregressive conditional heteroscedasticity (ARCH) is severely affected by the presence of additive outliers. Im (2000) and Machado and Santos Silva (2000) propose alternative robustifications of the Glesjer tests to non-normal errors. Lebreton and Peguin-Feissolle (2007) propose two tests for heteroscedasticity—one based on artificial neural networks, the other on a Taylor expansion—which after a correction are robust to non-normality. Kalina (2011) analyzes the properties of the Breusch and Pagan (1979) and Goldfeld and Quandt (1965) tests for heteroscedasticity in robust regressions such as quantile or least trimmed squares regressions. Alih and Ong (2015) suggest an outlier-resistant version of the Goldfeld and Quandt (1965) test for heteroscedasticity which is in accordance with the DAS described above, but no theoretical results or finite sample size analysis are presented.

In this paper, we contribute to this literature by being, to the best of our knowledge, the first paper to theoretically and computationally investigate the effects that the DAS has on the White test for heteroscedasticity. Specifically, by using marked and weighted empirical processes of residuals techniques, we show that the DAS version of the White test statistic is asymptotically $\chi^2$ under symmetric errors. Under an asymmetric distribution of the error term at least two effects are noted. First, the estimators implemented after deselecting outliers may be inconsistent. Second, the detection and deselection of outliers introduce biases in the asymptotic expansions of the White test statistic. These two issues can change the asymptotic distribution of the test statistic under asymmetric errors and the usual critical values become invalid.

In a number of Monte Carlo experiments we show that (a) the standard White test statistic can be either severely oversized or extremely undersized, as well as have trivial power, depending on the configuration of contamination in the data; (b) the DAS version of the White test enjoys good finite sample properties in terms of both size and power under normality but (c) may suffer from size distortions under asymmetric errors.

The paper is organized as follows. In Section 2 the model and assumptions are put forward. Section 3 analyzes the asymptotic properties of the DAS version of the White heteroscedasticity test and shows that it is asymptotically chi-square under symmetric errors. A discussion of the effect of asymmetric errors follows. Section 4 contains the results from the Monte Carlo experiments conducted to study the size and power properties of both the standard and the DAS version of the White test under various types of data contamination, symmetric and asymmetric error distributions. Section 5 concludes. All the proofs are collected in the Appendix.
2 Model and Assumptions

We consider the following linear model

\[ y_i = \mu + z_i'\alpha + \varepsilon_i = X_i + \varepsilon_i, \quad (2.1) \]

where \( \beta = (\mu, \alpha)' \) and \( x_i = (1, z_i')' \) are \( k \times 1 \). The error term is assumed to be independent and identically distributed with unknown distribution function \( F(c) = P(\varepsilon_i \leq \sigma c) \) and unknown scale \( \sigma > 0 \). The DAS can be formalized as follows. Let \( \hat{\beta}, \hat{\sigma} \) be some initial estimators of the unknown \( \beta \) and \( \sigma \). From these estimates compute the first step residuals \( \hat{\varepsilon}_i = y_i - x_i'\hat{\beta} \) and select observations satisfying \( |\hat{\varepsilon}_i| < \hat{\sigma} c \) for a given cut-off value, \( c \), set by the investigator. Once the outlying observations have been identified, a new regression is conducted, which only includes the retained observations. Denote the estimator in the second stage \( \hat{\beta} \). For instance, one could run a least squares regression on the truncated sample, in which case,

\[
\hat{\beta} = \left( \sum_{i=1}^{n} x_i x_i' \right)^{-1} \sum_{i=1}^{n} x_i y_i 1(|\hat{\varepsilon}_i| < \hat{\sigma} c). 
\]

This gives updated residuals \( \hat{\varepsilon}_{i,c} = (y_i - x_i'\hat{\beta}) 1(|\hat{\varepsilon}_i| < \hat{\sigma} c) = \hat{\varepsilon}_i 1(|\hat{\varepsilon}_i| < \hat{\sigma} c) \) for a second stage estimator \( \hat{\beta} \).

We consider a standard cross-sectional regression model where the vector \( (z_i, x_i) \) is independent and identically distributed and the innovations \( \varepsilon_i \) are independent of \( x_i \). To proof some of our main results, we use the marked and weighted empirical processes of residuals theory developed in Berenguer-Rico and Nielsen (2018) –BN18 henceforth. In order to apply this machinery, we describe our cross-sectional setup using the following assumptions.

**Assumption 2.1** Let \( \mathcal{F}_i \) be an increasing sequence of \( \sigma \)-fields so that \( \varepsilon_{i-1}, x_i \) are \( \mathcal{F}_{i-1} \)-measurable and \( \varepsilon_i/\sigma \) is independent of \( \mathcal{F}_{i-1} \) with a positive density \( f \) on \( \mathbb{R} \) with derivative \( \hat{f} \). Suppose:

(a) moments: \( E(\varepsilon_i^4) < \infty \);

(b) boundedness: \( \sup_{\|u\| < 2} \left\{ \left( 1 + |u|^9 \right) f(u) + \left( 1 + u^8 \right) |\hat{f}(u)| \right\} < \infty \);

(c) tail monotonicity of \( u^8 f(u) \).

**Assumption 2.2** Let \( z_i \) be independent and identically distributed. Let \( Z_i = \{ z_i', \text{vech}(z_i z_i')' \} \) where the \( \text{vech} \) operator vectorizes the upper triangle of its symmetric argument so that \( E[Z_i Z_i'^2]^{\omega < \infty} \) for some \( \omega > 0 \).

**Assumption 2.3** The first and second stage estimation errors, properly normalized, are bounded in probability, that is: \( n^{1/2}(\hat{\beta} - \beta) = O_p(1) \), \( n^{1/2}(\hat{\sigma} - \sigma) = O_p(1) \), \( n^{1/2}(\hat{\beta} - \beta) = O_p(1) \).

The requirement on the existence of moments on the error term in Assumption 2.1(a) is due to the use in our proofs of the marked and weighted empirical processes of residuals theory developed in BN18. In particular, the authors derive an iterated exponential martingale inequality –based on Bercu and Touati (2008) and Johansen and Nielsen (2016) inequalities– which requires, in our setting, that the fourth moment of \( \varepsilon_i^4 \) exists. The boundedness and monotonicity conditions in Assumption 2.1(b,c) are used in BN18 –albeit in a more general setting– to control the marked and weighted empirical processes via a chaining argument. Overall, Assumption 2.1 on the distribution of the error term is satisfied by, for instance, the normal and Student t distributions.

Assumption 2.2 considers independent and identically distributed regressors. The required moment assumption is due to the fact that \( Z_i \) appears in the auxiliary regression of the White test. Both \( Z_i \) and \( Z_i Z_i' \) are then part of the weights in the marked and weighted empirical processes theory used in the Appendix to derive the asymptotic distribution of the DAS version of the White test statistic. This requires that the second moments of the weights exist.

The boundedness of the rescaled estimators in Assumption 2.3 applies to a variety of procedures. In our simulations section, special attention will be devoted to the robustified least squares procedure, that is, the case in which the least squares estimator is used in the first stage of the DAS, that is \( \hat{\beta}, \hat{\sigma} \) are least squares estimates of \( \beta \) and \( \sigma \). Other robust estimation procedures, such as the least trimmed squares estimator (Rousseeuw, 1984) or the MM-estimator (Yohai, 1987), will also be considered.
3 White Heteroscedasticity Test after Outlier Removal

The DAS version of the White heteroscedasticity test consists in applying the standard White’s statistic to the updated “cleaned” residuals

\[ \hat{\varepsilon}_{i,c} = (y_i - x_i'\hat{\beta})1_{(|\hat{\varepsilon}_i| \leq \hat{\sigma})} = \xi_i 1_{(|\hat{\varepsilon}_i| \leq \hat{\sigma})}. \]

In this section, the asymptotic properties of the DAS White heteroscedasticity test are analyzed. This can be formalized as follows. The test is based on the multiple correlation coefficient \( R^2 \) from the auxiliary regression

\[ \hat{\varepsilon}_{i,c}^2 = \gamma_0 1_{(|\hat{\varepsilon}_i| \leq \hat{\sigma})} + \gamma' \tilde{Z}_{i,c} + \nu_{i,c}, \quad (3.1) \]

with \( \tilde{Z}_{i,c} = Z_i 1_{(|\hat{\varepsilon}_i| \leq \hat{\sigma})} \) and \( Z_i = \{ z_i', \text{vech}(z_i z_i') \}' \) where the vech operator vectorizes the upper triangle of its symmetric argument. The auxiliary hypothesis is \( \gamma = 0 \) which amounts to \( q = k - 1 + k(k - 1)/2 \) restrictions.

Let \( \tilde{Z}_c = n^{-1} \sum_{i=1}^n \tilde{Z}_{i,c} \), \( \hat{T}_k = n^{-1} \sum_{i=1}^n \hat{\varepsilon}_{i,c}^2 1_{(|\hat{\varepsilon}_i| \leq \hat{\sigma})} \) and

\[
\hat{N}_{n,c} = \sum_{i=1}^n \{ \hat{\varepsilon}_{i,c}^2 - 1_{(|\hat{\varepsilon}_i| \leq \hat{\sigma})}(\hat{T}_k^2/\hat{T}_0^2) \}\{ \tilde{Z}_{i,c} - 1_{(|\hat{\varepsilon}_i| \leq \hat{\sigma})}(\hat{T}_k^2/\hat{T}_0^2) \},
\]

\[
\hat{M}_{n,c} = \sum_{i=1}^n \{ \tilde{Z}_{i,c} - 1_{(|\hat{\varepsilon}_i| \leq \hat{\sigma})}(\hat{T}_k^2/\hat{T}_0^2) \}\{ \tilde{Z}_{i,c} - 1_{(|\hat{\varepsilon}_i| \leq \hat{\sigma})}(\hat{T}_k^2/\hat{T}_0^2) \}',
\]

\[
\hat{D}_{n,c} = \sum_{i=1}^n \{ \hat{\varepsilon}_{i,c}^2 - 1_{(|\hat{\varepsilon}_i| \leq \hat{\sigma})}(\hat{T}_k^2/\hat{T}_0^2) \}^2.
\]

The White test applied to the robustified residuals satisfying \( |\hat{\varepsilon}_i/\hat{\sigma}| \leq c \) is based on the statistic

\[ \hat{T}_0^n n \hat{R}_{n,c}^2 = \frac{\hat{T}_0^n \hat{N}_{n,c}^2 \hat{M}_{n,c}^{-1} \hat{N}_{n,c}^t}{\hat{D}_{n,c}}, \quad (3.2) \]

which we refer to as the DASWhite test statistic.

Let \( \tau_k^c = \mathbb{E}(\varepsilon_i/\sigma)^k 1_{(|\varepsilon_i| \leq \sigma)} \). Let also \( Z_{i,c} = Z_i 1_{(|\hat{\varepsilon}_i| \leq \hat{\sigma})} \) and \( \tilde{Z}_c = n^{-1} \sum_{i=1}^n Z_{i,c} \). For later reference let \( T_k^c = n^{-1} \sum_{i=1}^n \hat{\varepsilon}_{i,c}^2 1_{(|\hat{\varepsilon}_i| \leq \hat{\sigma})} \) and \( \tilde{Z} = n^{-1} \sum_{i=1}^n Z_i \). Define

\[
\hat{N}_{n,c} = \sum_{i=1}^n \{ (\varepsilon_{i,c}/\sigma)^2 - 1_{(|\varepsilon_i| \leq \sigma)}(\tau_k^2/\tau_0^2) \}\{ Z_{i,c} - 1_{(|\hat{\varepsilon}_i| \leq \hat{\sigma})}(\tau_k^2/\tau_0^2) \},
\]

\[
\hat{M}_{n,c} = \sum_{i=1}^n \{ Z_{i,c} - 1_{(|\hat{\varepsilon}_i| \leq \hat{\sigma})}(\tau_k^2/\tau_0^2) \}\{ Z_{i,c} - 1_{(|\hat{\varepsilon}_i| \leq \hat{\sigma})}(\tau_k^2/\tau_0^2) \}',
\]

\[
\hat{D}_{n,c} = \sum_{i=1}^n \{ (\varepsilon_{i,c}/\sigma)^2 - 1_{(|\varepsilon_i| \leq \sigma)}(\tau_k^2/\tau_0^2) \}^2.
\]

Our first result is about the difference between \( \hat{T}_0^n n \hat{R}_{n,c}^2 \) and

\[ \tau_0^n n \hat{R}_{n,c}^2 = \tau_0^n \frac{\hat{N}_{n,c}^t \hat{M}_{n,c}^{-1} \hat{N}_{n,c}}{\hat{D}_{n,c}}. \quad (3.3) \]

**Theorem 3.1** Consider model (2.1) and suppose that Assumptions 2.1 with a symmetric density \( f, 2.2 \) and \( 2.3 \) are satisfied. Then, uniformly in \( c \),

\[ \hat{T}_0^n n \hat{R}_{n,c}^2 = \tau_0^n n \hat{R}_{n,c}^2 + o_P(1). \]

Theorem 3.1 shows that the White test applied to the truncated squared residuals, that is the DASWhite test statistic \( \hat{T}_0^n n \hat{R}_{n,c}^2 \), is asymptotically equivalent to the test applied to the true truncated squared errors, \( \tau_0^n n \hat{R}_{n,c}^2 \). Therefore, to derive the asymptotic distribution of \( \hat{T}_0^n n \hat{R}_{n,c}^2 \) it suffices to analyze \( \tau_0^n n \hat{R}_{n,c}^2 \). Using this fact, the next result then shows that \( \hat{T}_0^n n \hat{R}_{n,c}^2 \) is asymptotically \( \chi_q^2 \) under a symmetric error distribution.

**Theorem 3.2** Consider model (2.1) and suppose that Assumptions 2.1 with a symmetric density \( f, 2.2 \) and \( 2.3 \) are satisfied. Then, for each \( c > 0 \), \( \hat{T}_0^n n \hat{R}_{n,c}^2 \sim \chi_q^2. \)
The symmetry assumption on the density \( f \) of the standardized error term is fundamental in the derivation of the previous two theorems, specially in Theorem 3.1 when showing that 
\[
 n^{-1/2} \sigma^{-2} \hat{\beta} = n^{-1/2} \beta \sigma^{-2} + o_p(1).
\]
In particular, under symmetry, the biases in the asymptotic expansion of 
\[
 n^{-1/2} \sigma^{-2} \hat{\beta} = n^{-1/2} \beta \sigma^{-2} + o_p(1)
\]
will cancel out so that the asymptotic equivalence 
\[
 n^{-1/2} \sigma^{-2} \hat{\beta} = n^{-1/2} \beta \sigma^{-2} + o_p(1)
\]
holds.

Under an asymmetric distribution two issues arise. First, the second stage estimator \( \hat{\beta} \) could be inconsistent for the intercept as the example in the following result shows.

**Theorem 3.3** Consider model (2.1) and suppose Assumptions 2.1 and 2.2 are satisfied. Let also 
\[
 n^{1/2}(\hat{\beta} - \beta) = O_p(1),
\]
and 
\[
 \sigma_{\beta}^2 = \frac{1}{n} \sum_{i=1}^n (y_i - \hat{\beta} x_i)^2.
\]

Then, 
\[
 \hat{\beta} = \beta + O_p(n^{-1/2}).
\]

From expansion (3.4) in Theorem 3.3 we see that if 
\[
 n^{-1/2} \sum_{i=1}^n e_i x_i^2 \mathbb{1}_{|e_i| \leq \sigma} = o_p(1),
\]
then, the intercept \( \hat{\beta} = \beta \) is consistent.

**Theorem 3.4** Consider model (2.1) and suppose Assumptions 2.1, 2.2, and 2.3 are satisfied.

Then, 
\[
 n^{-1/2} \sigma^{-2} \hat{\beta} = n^{-1/2} \beta \sigma^{-2} + o_p(1),
\]
and 
\[
 \sigma_{\beta}^2 = \frac{1}{n} \sum_{i=1}^n (y_i - \hat{\beta} x_i)^2.
\]

This is the second stage estimator 
\[
 \hat{\beta} = \beta + O_p(n^{-1/2}).
\]

Theorem 3.4 derives an asymptotic expansion for 
\[
 n^{-1/2} \sigma^{-2} \hat{\beta} = n^{-1/2} \beta \sigma^{-2} + o_p(1),
\]
where 
\[
 G_{\beta} = G_{\beta}^f - G_{\beta}^{c} \quad \text{and} \quad G_{\beta}^{c} = G_{\beta}^{f} = 0.
\]

Theorem 3.4 derives an asymptotic expansion for 
\[
 n^{-1/2} \sigma^{-2} \hat{\beta} = n^{-1/2} \beta \sigma^{-2} + o_p(1),
\]
where 
\[
 G_{\beta} = G_{\beta}^f - G_{\beta}^{c} \quad \text{and} \quad G_{\beta}^{c} = G_{\beta}^{f} = 0.
\]

It is also worth mentioning that in the asymmetric case, if the distribution of the error term were known, then it would be possible to choose asymmetric cut-off values to cancel out the biases. To be more precise, instead of truncating using 
\[
 1_{|e_i| \leq \sigma_1},
\]
one could use 
\[
 1_{|e_i| \leq \sigma_1, e_i \geq \sigma_2}.
\]
Then, by choosing the cut-off values \( \sigma_1, \sigma_2 \), so that 
\[
 f(\sigma_1) = f(\sigma_2)
\]
and 
\[
 \tau_1 f(\sigma_2) = E(e_i | \sigma_1, e_i \geq \sigma_2) = 0,
\]
the biases would also disappear. However, knowing the error distribution will be quite unlikely in practice.
4 Finite Sample Performance

We consider the multiple regression model

$$y_i = \mu_0 + \mu_1^T z_i + \varepsilon_i,$$

for $i = 1, \ldots, n$ with $\mu_0 = 0$, and $\mu_1$ a $p$-dimensional vector of zeros. The $p$ predictor variables are drawn from a standard multivariate normal distribution and independently of $\varepsilon_i \sim i.i.d. N(0, \sigma_i^2)$. The sample sizes are $n \in \{50, 100, 500, 1000\}$ and the number of predictors $p \in \{1, 2, 4\}$.

We consider the following four test statistics to test the null hypothesis of homoscedasticity: (i) White: the standard White test, (ii) DASWhite LS: the DAS White test with the least squares as initial estimator, (iii) DASWhite LTS: the DAS White test with the least trimmed squares as initial estimator, (iv) DASWhite MM: the DAS White test with the MM estimator as initial estimator. The later three follow the data-analytic strategy to obtain the “robustified” White test of equation (3.2). Observations in the initial regression are flagged as outlying if their absolute standardized residual exceeds $c = 1.96$ (the 97.5th quantile of the standard normal). Then 5% of the observations are expected to be flagged as outliers in the normal model. Other cut-off values, such as $c = 2.24$ and $c = 1.64$, are also considered.

The least trimmed squares estimator is computed with the “ltsReg” function in R using standard settings and 25% breakdown point. The MM-estimator is computed with the “lmrob” function in R using standard settings of 50% breakdown point and an efficiency of 95% at the normal model, using the biweight loss function. For more details on these robust estimators, see e.g. Maronna, Martin and Yohai (2006).

4.1 Size. No contamination

To study the size of the test statistics, we take a data generating process under the null hypothesis and set $\sigma_i^2 = 1$ for $1 \leq i \leq n$. We simulate $M = 10000$ of these data generating processes and compute the empirical size, i.e. the percentage of simulation runs were the null is rejected. Table 1 gives the empirical sizes of the four test statistics for a nominal size of $\alpha = 0.05$ and cut-off values $c = 1.96$, $c = 2.24$ and $c = 1.64$. Results for nominal sizes $\alpha = 0.01$ and $\alpha = 0.1$ are similar and available from the authors upon request.

<table>
<thead>
<tr>
<th>Constant</th>
<th>Test Statistic</th>
<th>$n = 50$</th>
<th>$n = 100$</th>
<th>$n = 500$</th>
<th>$n = 1000$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$p = 1$</td>
<td>$p = 2$</td>
<td>$p = 4$</td>
<td>$p = 1$</td>
<td>$p = 2$</td>
</tr>
<tr>
<td>White</td>
<td>4.58</td>
<td>5.11</td>
<td>4.81</td>
<td>4.57</td>
<td>5.37</td>
</tr>
<tr>
<td>$c = 1.96$</td>
<td>DASWhite LS</td>
<td>4.20</td>
<td>4.15</td>
<td>3.13</td>
<td>4.39</td>
</tr>
<tr>
<td></td>
<td>DASWhite LTS</td>
<td>2.96</td>
<td>2.48</td>
<td>1.62</td>
<td>3.75</td>
</tr>
<tr>
<td></td>
<td>DASWhite MM</td>
<td>3.77</td>
<td>3.83</td>
<td>2.68</td>
<td>4.46</td>
</tr>
<tr>
<td>$c = 2.24$</td>
<td>DASWhite LS</td>
<td>4.53</td>
<td>4.84</td>
<td>3.83</td>
<td>4.79</td>
</tr>
<tr>
<td></td>
<td>DASWhite LTS</td>
<td>3.25</td>
<td>3.01</td>
<td>2.19</td>
<td>4.04</td>
</tr>
<tr>
<td></td>
<td>DASWhite MM</td>
<td>4.20</td>
<td>4.35</td>
<td>3.28</td>
<td>4.44</td>
</tr>
<tr>
<td>$c = 1.64$</td>
<td>DASWhite LS</td>
<td>3.97</td>
<td>3.99</td>
<td>2.78</td>
<td>4.69</td>
</tr>
<tr>
<td></td>
<td>DASWhite LTS</td>
<td>3.10</td>
<td>2.59</td>
<td>1.38</td>
<td>4.37</td>
</tr>
<tr>
<td></td>
<td>DASWhite MM</td>
<td>3.85</td>
<td>3.72</td>
<td>2.59</td>
<td>4.59</td>
</tr>
</tbody>
</table>

As expected, the standard White test has the overall best performance in these settings without outliers. Next, consider the results for cut-off $c = 1.96$. The DAS White test statistics are, overall, competitive to the standard White. For a small sample size $n = 50$, size distortions occur in DASWhite LTS and DASWhite MM due to the loss in efficiency. These distortions are most
severe for DASWhite LTS, which is known to suffer from a statistical efficiency problem. As the sample size increases, these size distortions disappear. All test procedures result in empirical sizes close to the nominal size for $n = 1000$.

The same Monte Carlo experiments were conducted for different values of the cut-off $c$ to investigate the sensitivity of the results to this choice. These results, collected in Table 1, are summarized as follows. For larger values of $c$ (i.e. $c = 2.24$, the 98.75th quantile of the standard normal), less observations are expected to be flagged as outlying and the results indicate that (i) the performance of DASWhite LS gets closer to that of the standard White, (ii) size distortions for DASWhite LTS and DASWhite MM are still present for $n = 50$, though less severe compared to the $c = 1.96$ case.

For smaller values of $c$ (i.e. $c = 1.64$, the 95th quantile of the standard normal), more observations are expected to be flagged as outlying and we find that DASWhite LS, DASWhite LTS and DASWhite MM require a larger sample size (compared to the $c = 1.96$ case) for the size distortions to disappear. For $n = 1000$, all empirical sizes are close to the nominal size.

4.2 Power. No contamination

To evaluate the power of the test statistics, we take a data generating process under the alternative hypothesis and set

$$
\sigma_i^2 = 1 + \delta \sum_{j=1}^{p} x_{ij}^2,
$$

where the parameter $\delta \neq 0$ measures the deviation from the null. We take a logarithmic spaced grid of ten $\delta$-values between 0.01 and 5. We simulate $M = 10000$ data generating processes under the alternative and compute the empirical power, i.e. the percentage of simulation runs were the null hypothesis is rejected, for the different $\delta$-values. We discuss the results for significance level of $\alpha = 0.05$, cut-off $c = 1.96$, sample sizes $n \in \{100, 500, 1000\}$ and number of predictors $p \in \{1, 2, 4\}$. Figure 1 gives the power curves of the four test statistics for the different combinations of sample sizes $n$ and number of predictors $p$.

The results for $n = 100$ indicate that the power of all test statistics increases as the deviation from the null increases, as expected. The standard White is considerably more powerful than the other test procedures even for large deviations from the null. The DAS White test statistics result in an efficiency loss, and as a consequence a power loss compared to the standard White, due to their outlier flagging in this uncontaminated setting.

As the sample size increases to $n = 500$ and $n = 1000$, the standard White remains more powerful than the other test statistics even for large deviations from the null. However, this power loss disappears for larger deviations from the null. Specifically, for larger sample sizes, all test statistics detect the deviations from the null in each simulation run, resulting in a perfect power.

The results of the DAS White test statistics are based on the cut-off value $c = 1.96$. We also conducted the Monte Carlo experiment for $c = 2.24$ and $c = 1.64$. Results are available from the authors upon request. Overall, the main findings remain unchanged: the standard White is the best performing, and the robustified test procedures are equally powerful for large deviations from the null as long as the sample size is large. However, if more observations are expected to be flagged as outlying (i.e. smaller values of $c$), the DAS procedures lose in power compared to the results from Figure 1. The robustified procedures now require larger deviations from the null (i.e. $\delta > 2$) to obtain perfect power. The reverse occurs for larger values of the cut-off $c$.

4.3 Size. Contamination

Although our theoretical results do not cover the contaminated settings considered here, we also compare the empirical sizes (and power in the next section) of the four test statistics in the presence
of outliers. To our knowledge, no Monte Carlo results on the DAS White test statistics under contaminated settings have been discussed in the literature and hence, it is worth analyzing their relative performance in depth. To this end, we consider three contamination schemes where we add contamination to the clean simulation set-up. In the first two schemes, we only contaminate the first two observations: the first observation is located at \((x, y) = (x, 10)\), the second at \((x, y) = (x, -10)\). In the “bad leverage points” scheme, we take \(x = 5\), giving observations outlying in both the \(x\)- and \(y\)-direction, known as bad leverage points in the robustness literature. In the second “vertical outliers” scheme, we take \(x = 0\), giving observations outlying in the \(y\)-direction only, known as vertical outliers. In the third “masked outliers” contamination scheme, we replace the first 5% of the observations by a point mass contamination located at \((x, y) = (10, 20)\). This last scheme will be used to compare the outlier detection performance among the different DAS White test statistics. Table 2 gives the empirical sizes of the four test statistics for nominal size \(\alpha = 0.05\), \(p = 1\), and \(c = 1.96\). To focus the discussion on the type of outlier contamination we only report the results for the case \(p = 1\) and \(c = 1.96\). Results for other values of \(p\) and \(c\) are all similar, hence omitted, but available upon request.

First, consider the “bad leverage points” contamination scheme. The standard White test is heavily affected by the introduction of the outliers: it rejects the null of homoscedasticity in each
simulation run, resulting in empirical sizes of 100%. The chosen outlier configuration artificially inflates the variance for large predictor values. The standard White test has power to detect this behavior, but confuses the outliers with heteroscedasticity in doing so. We did consider other values for the $y$-coordinate (other than $|y| = 10$) of the outliers. As soon as $|y| > 3$, the standard White test becomes oversized.

Table 2: Empirical sizes of the four tests in contaminated settings, nominal size 5%.

<table>
<thead>
<tr>
<th>Outlier configuration</th>
<th>Test Statistic</th>
<th>$n = 50$</th>
<th>$n = 100$</th>
<th>$n = 500$</th>
<th>$n = 1000$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bad leverage points</td>
<td>White</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td></td>
<td>DASWhite LS</td>
<td>4.47</td>
<td>5.00</td>
<td>5.04</td>
<td>5.03</td>
</tr>
<tr>
<td></td>
<td>DASWhite LTS</td>
<td>3.34</td>
<td>3.95</td>
<td>5.08</td>
<td>4.91</td>
</tr>
<tr>
<td></td>
<td>DASWhite MM</td>
<td>4.10</td>
<td>4.39</td>
<td>5.25</td>
<td>4.79</td>
</tr>
<tr>
<td>Vertical outliers</td>
<td>White</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>DASWhite LS</td>
<td>4.13</td>
<td>4.60</td>
<td>4.66</td>
<td>5.00</td>
</tr>
<tr>
<td></td>
<td>DASWhite LTS</td>
<td>2.74</td>
<td>4.25</td>
<td>4.84</td>
<td>5.19</td>
</tr>
<tr>
<td></td>
<td>DASWhite MM</td>
<td>3.72</td>
<td>4.62</td>
<td>4.86</td>
<td>5.27</td>
</tr>
<tr>
<td>Masked outliers</td>
<td>White</td>
<td>87.86</td>
<td>99.53</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td></td>
<td>DASWhite LS</td>
<td>40.35</td>
<td>63.99</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td></td>
<td>DASWhite LTS</td>
<td>3.13</td>
<td>4.34</td>
<td>5.04</td>
<td>5.05</td>
</tr>
<tr>
<td></td>
<td>DASWhite MM</td>
<td>3.96</td>
<td>4.43</td>
<td>5.12</td>
<td>4.83</td>
</tr>
</tbody>
</table>

The DAS White test statistics, in contrast, maintain their size. The initial estimators correctly flag the first two observations as outliers, and hence these observations do not influence the test statistic of equation (3.2). As a result, they remain accurately sized even in the presence of the considered outliers. Similar to the results without contamination, there are only minor size distortions for small sample sizes.

Next, consider the “vertical outliers” contamination scheme. The standard White test is again heavily affected by the presence of the outliers. However, under this configuration, it behaves very differently compared to the first outlier configuration: the outliers remain unnoticed and the standard White test is unable to reject the null of homoscedasticity, resulting in zero empirical sizes. The robustified test statistics, in contrast, correctly detect the outlying observations as atypical, and remove them from the data set. As the sample size increases, their empirical sizes get closer to the nominal size of 5%.

Finally, consider the “masked outliers” contamination scheme. Similar to the “bad leverage points” contamination, the standard White test is severely oversized. However, in contrast to the previous contamination schemes, DASWhite LS is also severely oversized. This occurs since the outliers interact in such a way that they are not detected by the initial least squares estimation. This effect is known as the masking effect (Maronna, Martin and Yohai; 2006). As outlined in Section 2, the outlier detection method compares standardized residual values with a user-specified cut-off value to separate good observations (with small standardized residuals) from outlying ones (with large standardized residuals). However, in this contamination scheme, the least squares regression line is drawn towards the outliers. This results in large standardized residuals for clean observations and small ones for the outliers that thus remain unnoticed. As a result of this masking effect, DASWhite LS is severely oversized. The masking effect can be avoided by using an initial robust estimator - such as the LTS or MM - to separate good observations from outlying observations. Indeed, both DASWhite LTS and DASWhite MM remain accurately sized under this contamination scheme.
4.4 Power. Contamination

The contamination settings outlined when discussing the size of the test statistic were chosen to illustrate the severe size distortions that the standard White test statistic can suffer from. We now focus on a contamination setting that severely impacts its power. To this end, we add contamination to the clean simulation set-up by replacing the response value of each of the first 5% observations by a draw from a normal distribution with mean 100 and standard deviation 1.

Figure 2 gives the power curves of the four test statistics under the contaminated simulation settings for cut-off $c = 1.96$. The results for $c = 1.64$ and $c = 2.24$ are similar and available from the authors upon request. In all considered settings, the performance of the standard White test is severely influenced by the presence of the outliers: the outliers mask the heteroscedasticity and, as a consequence, the standard White test no longer has power to reject the null. All outlying observations have large residual values. The variance of the residuals is thus inflated regardless of their predictor values. As a consequence, the null hypothesis of homoscedasticity is only rejected in a small minority of the simulation runs, and the power does not increase with larger deviations from the null. Even when increasing the sample size from $n = 100$ to $n = 1000$, the standard White test continues to have no power.

Figure 2: Power of the four tests in contaminated settings, significance level 5%.
The DAS White procedures, on the other hand, maintain their power. Their power increases as the sample size increases and/or the deviation from the null is larger. DASWhite LS is more powerful than the other two procedures, and this regardless of the deviation from the null.

4.5 Asymmetric Error Distribution

In this section, we discuss the finite sample performance of the test statistic under asymmetric error distributions. As discussed above, two issues arise in this case: (i) the possible inconsistency of the second stage estimate for the intercept, and (ii) the appearance of biases in the asymptotic expansion as a result of the first and second stages of the DAS approach. As a consequence, the finite sample performance of the tests can be severely impacted as we illustrate with a simple Monte Carlo simulation experiment.

We consider the data generating process without contamination but with the following seven asymmetric error distributions: (i-ii) chi-square with one and four degrees of freedom, respectively; (iii) a lognormal where $\epsilon_i = u_i + 1.27$ with $u_i$ a lognormal with mean 0 and standard deviation 0.70 –then, similar to Im (2000) and Ali and Giaccotto (1984), the expected value and variance of the errors are approximately zero and one, respectively; (iv) a normal mixture where the errors are approximately zero and one, respectively; (v) an exponential with parameter one; (vi-vii) beta densities with shape parameters 2 and 20 (right skewed), and 20 and 2 (left skewed).

In Table 3, we give the empirical sizes of the four test statistics (for a nominal size of $\alpha = 0.05$) under the considered asymmetric error distributions. Compared to the symmetric distribution case, we have added results for $n = 10000$ to illustrate that, in most cases, the size distortions do not disappear even for very large finite sample sizes. For simplicity, we use a cut-off $c = 1.96$ for the DAS test statistics since in practice we do not know the underlying error distribution.

### Table 3: Empirical sizes of the four tests under asymmetric error distributions, nominal size 5%, $c = 1.96$.

<table>
<thead>
<tr>
<th>Error Distribution</th>
<th>Test Statistic</th>
<th>$p = 40$</th>
<th>$p = 100$</th>
<th>$p = 500$</th>
<th>$p = 1000$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\chi^2(1)$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chi-squared</td>
<td>White</td>
<td>8.10</td>
<td>9.81</td>
<td>12.07</td>
<td>14.25</td>
</tr>
<tr>
<td></td>
<td>DASWhite LS</td>
<td>8.32</td>
<td>10.35</td>
<td>11.60</td>
<td>12.81</td>
</tr>
<tr>
<td></td>
<td>DASWhite LTS</td>
<td>7.21</td>
<td>6.51</td>
<td>5.45</td>
<td>7.84</td>
</tr>
<tr>
<td></td>
<td>DASWhite MM</td>
<td>9.63</td>
<td>10.97</td>
<td>9.69</td>
<td>10.95</td>
</tr>
<tr>
<td>Lognormal</td>
<td>White</td>
<td>6.80</td>
<td>7.62</td>
<td>6.62</td>
<td>7.04</td>
</tr>
<tr>
<td></td>
<td>DASWhite LS</td>
<td>7.08</td>
<td>8.69</td>
<td>7.26</td>
<td>8.02</td>
</tr>
<tr>
<td></td>
<td>DASWhite LTS</td>
<td>4.92</td>
<td>5.03</td>
<td>2.99</td>
<td>5.69</td>
</tr>
<tr>
<td></td>
<td>DASWhite MM</td>
<td>6.96</td>
<td>8.30</td>
<td>6.16</td>
<td>8.73</td>
</tr>
<tr>
<td>Normal Mixture</td>
<td>White</td>
<td>5.15</td>
<td>5.53</td>
<td>5.17</td>
<td>5.65</td>
</tr>
<tr>
<td></td>
<td>DASWhite LS</td>
<td>6.04</td>
<td>5.99</td>
<td>4.06</td>
<td>6.73</td>
</tr>
<tr>
<td></td>
<td>DASWhite LTS</td>
<td>4.58</td>
<td>4.22</td>
<td>2.29</td>
<td>5.78</td>
</tr>
<tr>
<td></td>
<td>DASWhite MM</td>
<td>5.91</td>
<td>5.65</td>
<td>3.71</td>
<td>6.75</td>
</tr>
<tr>
<td>Exponential</td>
<td>White</td>
<td>6.01</td>
<td>8.12</td>
<td>10.90</td>
<td>8.58</td>
</tr>
<tr>
<td></td>
<td>DASWhite LS</td>
<td>7.74</td>
<td>9.72</td>
<td>8.70</td>
<td>9.22</td>
</tr>
<tr>
<td></td>
<td>DASWhite LTS</td>
<td>4.57</td>
<td>4.46</td>
<td>2.64</td>
<td>5.96</td>
</tr>
<tr>
<td></td>
<td>DASWhite MM</td>
<td>7.75</td>
<td>9.24</td>
<td>6.99</td>
<td>9.00</td>
</tr>
<tr>
<td>Beta (left skewed)</td>
<td>White</td>
<td>5.57</td>
<td>7.87</td>
<td>8.37</td>
<td>5.69</td>
</tr>
<tr>
<td></td>
<td>DASWhite LS</td>
<td>6.18</td>
<td>7.52</td>
<td>6.14</td>
<td>7.31</td>
</tr>
<tr>
<td></td>
<td>DASWhite LTS</td>
<td>4.57</td>
<td>4.46</td>
<td>2.64</td>
<td>5.96</td>
</tr>
<tr>
<td></td>
<td>DASWhite MM</td>
<td>6.33</td>
<td>6.91</td>
<td>5.25</td>
<td>7.06</td>
</tr>
<tr>
<td>Beta (right skewed)</td>
<td>White</td>
<td>5.40</td>
<td>7.51</td>
<td>8.51</td>
<td>5.87</td>
</tr>
<tr>
<td></td>
<td>DASWhite LS</td>
<td>6.16</td>
<td>7.42</td>
<td>5.70</td>
<td>6.83</td>
</tr>
<tr>
<td></td>
<td>DASWhite LTS</td>
<td>4.41</td>
<td>4.12</td>
<td>2.46</td>
<td>5.21</td>
</tr>
</tbody>
</table>

First, consider the standard White test. We find that size distortions can occur. The standard White test tends to reject the null too often when the underlying errors are asymmetric, and these distortions are most prevalent for the considered distributions whose skewness is the largest, i.e., the $\chi^2(1)$, lognormal and exponential. Size distortions are most severe for larger number of predictors and/or small sample sizes, and also persist for some error distributions even if the sample size increases. As an example, the empirical size for the standard White in the lognormal case is still
around 8% for \( p = 4 \) even if \( n = 10000 \). For the normal mixture, on the other hand, the empirical sizes are still close to the nominal size.

Next, we summarize the results for the DAS test statistics. We notice that size distortions that are still present for \( n = 10000 \) are, for most considered error distributions, more severe for the DAS White tests than for the standard White. While the standard White is only affected by the \( G_{mn}^c \) bias in Theorem 3.4 (i.e., the bias coming from the estimation error of the residuals in the mark function), the DAS White tests are also affected by the \( G_{1n}^c \) bias (i.e., the bias coming from the first outlier flagging stage of the DAS). The interplay between both biases can potentially result in more severe size distortions that persist even for large sample sizes.

In sum, this simple Monte Carlo experiment reveals that both the standard White and the DAS White tests may suffer from size distortions under asymmetric errors, even for large sample sizes.

5 Concluding Remarks

We have derived the asymptotic distribution of the White test for heteroscedasticity implemented after an initial data analytic strategy used to detect and remove atypical data values. Under symmetric errors, the standard chi-square distribution is recovered. Under asymmetric errors, the standard distribution will not always be asymptotically valid as the second stage estimate can be inconsistent for the intercept and/or additional biases appear in the asymptotic expansions.

Our Monte Carlo experiments indicate that the size and power of the standard White test can be severely impacted by the presence of atypical data values. In contrast, the DAS versions of the White test have, overall, good finite sample properties in terms of size and power in the presence of outliers although, as expected, the DASWhite LS may suffer from the masking effect. Finally, all DAS White test statistics may suffer from size distortions under asymmetric errors, even for large sample sizes. A more detailed study of the test statistics under asymmetric error distributions is left for future research.

A Empirical Processes Results

The DASWhite test statistic in equation (3.2) is constructed by means of two sided marked and weighted empirical distribution functions of the form

\[
\hat{G}_n Z^k(c) = \frac{1}{n} \sum_{i=1}^n Z_i \hat{\epsilon}_i^k 1(|\hat{\epsilon}_i| \leq \delta c),
\]

where the weights and the marks are \( Z_i \) and \( \hat{\epsilon}_i^k \), respectively. In a more general setting, BN18 have recently developed an asymptotic theory for marked and weighted empirical processes which will be useful in proving the theoretical results in this paper.

A.1 Preliminary Lemmas

The following two results are from BN18. The first one is the well-known result that in order to analyze statistics depending on certain estimation errors, it is enough to study the behavior of these statistics for deterministic estimation errors that vary in a certain set. The second result describes the asymptotic behavior of the marked and weighted empirical processes of residuals, which forms the basis to the proof of the main results on the DASWhite test for heteroscedasticity analyzed in the above sections.

Lemma A.1 (BN18 Lemma A.1) Let \( \epsilon > 0 \). Suppose a compact set \( \Theta \) exists so \( \lim_{n \to \infty} P(|\hat{\theta}| \in \Theta) > 1 - \epsilon \). Then,

\[
P(\{|M_n(\hat{\theta}, c)| > \epsilon\}) \leq P(\sup_{\theta \in \Theta} |M_n(\theta, c)| > \epsilon) + \epsilon.
\]
Let $\theta = (a_1, b_1, a_m, b_m)'$, $\theta_1 = (a_1, b_1)'$ and $\theta_m = (a_m, b_m)$. The two sided empirical distribution function of interest is defined as
\[
G_n^{w,k}(\theta, c) = \frac{1}{n} \sum_{i=1}^{n} \mathbb{1}_{|w_i - x_{i,n}b_1| \leq \sigma c + n^{-1/2} a_1 c} (\varepsilon_i - x_{i,n}b_1)^k \mathbb{1}_{|\varepsilon_i - x_{i,n}b_1| \leq \sigma c + n^{-1/2} a_1 c},
\]
with compensator $\bar{G}_n^{w,k}(\theta, c) = \mathbb{E}_{i-1} G_n^{w,k}(\theta, c)$. The corresponding two sided empirical process is
\[
\bar{G}_n^{w,k}(\theta, c) = n^{1/2} \{ G_n^{w,k}(\theta, c) - \bar{G}_n^{w,k}(\theta, c) \}.
\]

**Assumption A.1** Let $\mathcal{F}_i$ be an increasing sequence of $\sigma$-fields so that $\varepsilon_{i-1}, x_i$ are $\mathcal{F}_{i-1}$-measurable and $\varepsilon_i/\sigma$ is independent of $\mathcal{F}_{i-1}$ with a positive density $f$ on $\mathbb{R}$ with derivative $f'$. Set $0 \leq \kappa \leq 1/4$ and $k = 0, 1, 2$. Suppose:
(i) density and marks satisfy, with $\tilde{m}(u)$ representing each of $m(u) = u^k$, $\tilde{m}(u) = k u^{k-1}$:

(a) moments: $\int_{-\infty}^{\infty} \tilde{m}^4(u)f(u)du < \infty$;
(b) boundedness: $\sup_{u \in \mathbb{R}} |u| \{1 + m^4(u)\}f(u) < \infty$;
(c) boundedness: $\sup_{u \in \mathbb{R}} \frac{\partial}{\partial u} \{1 + \tilde{m}(u)\}f(u) < \infty$;
(d) boundedness: $\sup_{u \in \mathbb{R}} (1 + u^2) |\tilde{m}(u)|f(u) < \infty$;
(e) let $h(u) = \{1 + m^4(u)\}f(u)$ so that
\[
\sup_{u \geq 0} \sup_{-\infty < u \leq \tilde{h}(u)} h(u) < \infty,
\]
\[
\sup_{u < 0} \sup_{-\infty < u \leq \tilde{h}(u)} h(u) < \infty.
\]
(ii) regressors: $\max_{1 \leq i \leq n} |n^{1/2-\kappa} N x_i| = \mathbb{O}(1)$ where $N$ is a non-stochastic normalization matrix;
(iii) weights: $E \sum_{i=1}^{n} |w_i|^{2+\omega} = O(n)$ for some $\omega > 0$.

In BN18 the weighted and marked empirical distribution function is defined in terms of a general mark function $m(u)$, which in the present case is $m(u) = u^k$. Note that Assumption A.1 considers $k = 0, 1, 2$. BN18 make the following assumption on their general mark function $m(u)$.

**Assumption A.2** Suppose that $\exists \omega > 0$ and a function $\tilde{m}(u) \geq 0$ so that for all $u^*, u$ satisfying $|u^* - u| \leq (1 + |u|)\omega$ then $|\tilde{m}(u^*) - \tilde{m}(u)| \leq |u^* - u| \tilde{m}(u) \in \mathcal{F}_i \{1 + |u|^2\} \tilde{m}(u)f(u)du < \infty$.

Assumption A.2 is trivially satisfied for $m(u) = u^k$ with $k = 0, 1, 2$. For $k = 2$ we have $\tilde{m}(u) = 2u$. Take $|u^* - u| \leq (1 + |u|)\omega$ so that $|\tilde{m}(u^*) - \tilde{m}(u)| = |2u^* - 2u| = 2|u^* - u| \leq 2(1 + |u|)\omega$. Thus we choose $\tilde{m}(u) = 2$ and see that $\int_{-\infty}^{\infty} (1 + |u|^2) 2f(u)du < \infty$ by Assumption A.1(a). This shows that the local Lipschitz Assumption A.2 in BN18 is satisfied in the present setting. Hence, it is not included in Assumption A.1.

**Lemma A.2** (BN18 Corollary B.1) Suppose Assumption A.1 holds. Then, for any $B > 0$ and $n \to \infty$,
\[
\sup_{|\theta| \leq B} \sup_{c \in \mathbb{R}} |G_{n}^{w,k}(\theta, c) - G_{n}^{w,k}(0, c)| = \mathbb{O}(1),
\]
and
\[
\sup_{|\theta| \leq B} \sup_{c \in \mathbb{R}} n^{1/2} \{ G_{n}^{w,k}(\theta, c) - G_{n}^{w,k}(0, c) \} - G_{n}^{w,k}(\theta, c) = \mathbb{O}(1),
\]
where
\[
G_{n}^{w,k}(\theta, c) = G_{1n}^{w,k}(\theta_1, c) - G_{mn}^{w,k}(\theta_m, c),
\]
and, for $j = 1, m$,
\[
G_{jn}^{w,k}(\theta_1, c) = B_{jn}^{w,k}(\theta_1, c) - \lim_{\varepsilon \to c} B_{jn}^{w,k}(\varepsilon_1, c),
\]
with
\[
B_{1n}^{w,k}(\theta_1, c) = \sigma^{-1} c^{k} f(c) n^{-1/2} \sum_{i=1}^{n} w_i (n^{-1/2} a_1 c + x_{i,n} b_1),
\]
\[
B_{mn}^{w,k}(\theta_m, c) = \sigma^{-1} n^{-1/2} \sum_{i=1}^{n} w_i \{ (n^{-1/2} a_m k E(\varepsilon_1) 1_{|\varepsilon_1| \leq \sigma c} + x_{i,n} b_m E(\varepsilon_1) 1_{|\varepsilon_1| \leq \sigma c}) \}.
\]
The last lemma in this section is due to Berenguer-Rico, Johansen and Nielsen (2018) and derives a Law of Large Numbers result for the marked and weighted empirical distribution function of residuals—as such, the conditions are much weaker in this case. The result is used when analyzing the denominator of the DASWhite test.

**Assumption A.3** Let $F_i$ be an increasing sequence of σ fields so that $\varepsilon_{i-1}, x_i$ are $F_{i-1}$-measurable and $\varepsilon_i$ is independent of $F_{i-1}$ with continuous density $f$. Suppose

(i) boundedness: (1) $\sup_{c \in R} f(c) < \infty$ and (2) $\sup_{c \in R} |c|f(c) < \infty$;

(ii) regressors $x_i$ satisfy, for some non-stochastic normalization matrix $N$,

$$n^{-1}E\sum_{i=1}^n |n^{1/2}N'x_i| = O(1).$$

**Lemma A.3** (Berenguer-Rico, Johansen and Nielsen, 2018) Let $E|x_i|^{k(1+\omega)} < \infty$ and

$$En^{-1}\sum_{i=1}^n|w_{in}|^{1+\omega} = O(1),$$

for some $\omega > 0$. Suppose Assumption A.3 holds. Then, for any $B > 0$ and $n \to \infty$,

$$\sup_{c \in R} \sup_{|\theta| \leq B} |n^{-1}\sum_{i=1}^n w_{in} \varepsilon_i^k \{ 1(\xi_i < \sigma + n^{-1/2}a + x_i^k) - 1(\xi_i \leq \sigma c) \} | = o_P(1).$$

**A.2 Main Theorems on Empirical Processes and their Corollaries**

For the remainder of Appendix A, let (unless otherwise stated) $x_{in} = N x_i$ with $N = n^{-1/2}$ and either $w_{in} = 1$, $w_{in} = Z_i$ or $w_{in} = Z_i Z'_i$.

**Theorem A.4** Suppose Assumptions 2.1 and 2.2 hold. Then, for $k = 0, 1, 2$, all $B > 0$ and $n \to \infty$,

$$\sup_{|\theta| \leq B} \sup_{c \in R} |n^{-1}\sum_{i=1}^n w_{in} \varepsilon_i^k \{ 1(\xi_i < \sigma + n^{-1/2}a + x_i^k) - 1(\xi_i \leq \sigma c) \} | = o_P(1),$$

and

$$\sup_{|\theta| \leq B} \sup_{c \in R} |n^{-1/2}\{ \theta_n^w(k, \theta, c) - 0_n^w(k, 0, c) \} | = o_P(1).$$

**Proof of Theorem A.4:** We just need to show that our Assumptions 2.1 and 2.2 imply Assumption A.1 of Lemma A.2.

1. **Conditions on the error term and mark functions:**

   (i) The marks $\tilde{m}(u)$ in Assumption A.1 of Lemma A.2 are, for $k = 0, 1, 2$, $m(u) = u^k$, $\tilde{m}(u) = ku^{k-1}$. It suffices to check that the case $k = 2$.

   (a) By Assumption 2.1(a): $\int_{-\infty}^{\infty} u^4 f(u) du < \infty$ hence $\int_{-\infty}^{\infty} u^4 |u|^2 f(u) du < \infty$.

   (b1) By Assumption 2.1(b): $\sup_{u \in R} |u| \{ 1 + u^2 \} |f(u)| < \infty$, hence, $\sup_{u \in R} |u| \{ 1 + u^2 \} |f(u)| < \infty$.

   (b2) By Assumption 2.1(b): $\sup_{u \in R} \{ u^2 f(u) + (1 + u^2) f(u) \} < \infty$, hence, $\sup_{u \in R} \{ u^2 f(u) + (1 + u^2) f(u) \} < \infty$.

   (c) The tail monotonicity condition in Assumption 2.1(c) imply that for $\tilde{m}(u)$ being equal to $m(u) = u^2$, $\tilde{m}(u) = 2u$, $\tilde{m}(u) = 2u$, the smoothness assumption (ic) in Assumption A.1 holds.

2. **Conditions on the regressors and weights:**

   (ii) regressors: choose $N = n^{-1/2}$ and $\kappa = 1/5$ so that $|n^{1/2-\kappa}N'x_i| = |n^{-1/5}x_i|$. Let $M > 0$. By Boole and Markov inequalities

   $$P(\max_{1 \leq i \leq n} |n^{-1/5}x_i| > M) = P\sum_{i=1}^n |n^{-1/5}x_i| > M \leq \sum_{i=1}^n P(|x_i| > n^{1/5}M) \leq \frac{\sum_{i=1}^n E|x_i|^6}{n^{6/5}M^6}. $$

   By Assumption 2.2, this vanishes so that $\max_{1 \leq i \leq n} |n^{1/2-\kappa}N'x_i| = \max_{1 \leq i \leq n} |n^{-\kappa}x_i| = O_P(1)$.

   (iii) weights: set $w_{in} = 1$, $w_{in} = X_i$ or $w_{in} = X_i X'_i$. Then, by Assumption 2.2 we have that $E\sum_{i=1}^n |w_i|^{2+\omega} = O(n)$ as required by Assumption A.1.

\qed
Theorem A.5 Suppose Assumptions 2.1 and 2.2 hold. Then, for any $B > 0$ and $n \to \infty$, 
\[
\sup_{c \in \mathbb{R}} \sup_{|u_i|, |b| \leq B} |n^{-1} \sum_{i=1}^{n} 4^{\frac{1}{2}} \{1_{(\varepsilon_i, \sigma c + n^{-1/2} \varepsilon_i c + x_i')} - 1_{(\varepsilon_i \leq \sigma c)}\}| = O_p(1).
\]

Proof of Theorem A.5: We just need to show that our Assumptions 2.1 and 2.2 imply all the assumptions of Lemma A.3 with $w_{in} = 1$ and $k = 4$.

1. Conditions on the error term:
(a) By Assumption 2.1(a): $\mathbb{E}(\varepsilon_i^2) < \infty$ hence $\mathbb{E}(\{\varepsilon_i\}^{4+\omega}) < \infty$ for some $\omega > 0$ as required in Lemma A.3 when $k = 4$.
(b) By Assumption 2.1(b): $\sup_{c \in \mathbb{R}} (1 + |c|^\omega) f(c) < \infty$, hence, $\sup_{c \in \mathbb{R}} f(c) < \infty$ and $\sup_{c \in \mathbb{R}} |c| f(c) < \infty$ as required by Assumption A.3.

2. Conditions on the regressors and weights:
(c) regressors: Recall, $N = n^{-1/2}$, hence, by Assumption 2.2 $n^{-1} \sum_{i=1}^{n} |x_i| = O(1)$ as required by Assumption A.3.
(d) weights: in our case $w_{in} = 1$. Then, trivially $En^{-1} \sum_{i=1}^{n} |w_{in}|^{1+\omega} = O(1)$ as required in Lemma A.3.

A.3 Corollaries
Under a general density $f$, by definition of the biases in (A.1) and (A.2) we have
\[
\mathcal{G}_n^{w,k}(\theta, c) = \mathcal{G}_{1n}^{w,k}(\theta_1, c) - \mathcal{G}_{mn}^{w,k}(\theta_m, c),
\]
with
\[
\mathcal{G}_{1n}^{w,k}(\theta_1, c) = \{c^{k+1} f(c) - (-\sigma)^{k+1} f(-c)\} \sigma^{-1} a_1 n^{-1} \sum_{i=1}^{n} w_{in}
\]
\[+ \{c^{k} f(c) - (-\sigma)^{k} f(-c)\} \sigma^{-1} n^{-1/2} \sum_{i=1}^{n} w_{in} x_i' b_1,
\]
and
\[
\mathcal{G}_{mn}^{w,k}(\theta_m, c) = k \tau_k c \sigma^{-1} a_m n^{-1} \sum_{i=1}^{n} w_{in} + k \tau_k c \sigma^{-1} n^{-1/2} \sum_{i=1}^{n} w_{in} x_i' b_m,
\]
where recall $\tau_k = \mathbb{E}(\varepsilon_i/\sigma)^k \{1_{(\varepsilon_i \leq \sigma c)} - 1_{(\varepsilon_i \leq -\sigma c)}\}$.

Corollary A.6 Let Assumptions 2.1 and 2.2 hold. Then, for $k = 0, 1, 2$, uniformly in $c$ and $|\theta| \leq B$:
(a) $\mathcal{G}_n^{w,k}(\theta, c) = O_p(1)$;
(b) $n^{1/2} \{\mathcal{G}_n^{w,k}(\theta, c) - \mathcal{G}_n^{w,k}(0, c)\} = n^{1/2} \{\mathcal{G}_n^{w,k}(0, c) - \tilde{\mathcal{G}}_n^{w,k}(0, c)\} + C_n^{w,k}(\theta, c) + O_p(1)$;
(c) $\mathcal{G}_n^{w,k}(\theta, c) = \mathcal{G}_n^{w,k}(0, c) + O_p(n^{-1/2})$.

Proof of Corollary A.6:
(a) Recall the expressions for $\mathcal{G}_1^{w,k}(\theta_1, c)$ and $\mathcal{G}_{mn}^{w,k}(\theta_m, c)$ in (A.4) and (A.5) and apply the triangle and norm inequalities to get
\[
|\mathcal{G}_1^{w,k}(\theta_1, c)| \leq \{|c|^{k+1} f(c)| + |(-\sigma)^{k+1} f(-c)|\} \sigma^{-1} a_1 n^{-1} \sum_{i=1}^{n} |w_{in}|
\]
\[+ \{|c|^k f(c)| + |(-\sigma)^k f(-c)|\} \sigma^{-1} n^{-1/2} \sum_{i=1}^{n} |w_{in}||x_i'| b_1|
\]
\[|\mathcal{G}_{mn}^{w,k}(\theta_m, c)| \leq k |\tau_k| \sigma^{-1} a_m n^{-1} \sum_{i=1}^{n} |w_{in}| + k |\tau_k| \sigma^{-1} n^{-1/2} \sum_{i=1}^{n} |w_{in}||x_i'| b_m|
\]
Note that $|\tau_k|$, $|\tau_{k-1}|$, $|c|^{k+1} f(c)|$, $|(-\sigma)^{k+1} f(-c)|$, $|(-\sigma)^{k} f(-c)|$ are bounded by Assumption 2.1(a,b); $\sum_{i=1}^{n} |w_{in}| = O_p(n)$ and $\sum_{i=1}^{n} |w_{in}||x_i'| = O_p(n^{1/2})$ for $w_{in} = 1$, $w_{in} = Z_i$ or $w_{in} = Z_i Z_i'$, $x_i = n^{-1/2} x_i$ by Assumption 2.2 and the Law of Large Numbers, while the estimation errors vary in $|\theta| \leq B$ so that $\theta = O(1)$. Hence, the result follows.
(b) Expand
\[
\frac{1}{2}\left\{G_n^{w,k}(\theta, c) - \tilde{G}_n^{w,k}(0, c)\right\} = \left[n^{1/2}\left\{G_n^{w,k}(0, c) - \tilde{G}_n^{w,k}(0, c)\right\} + G_n^{w,k}(\theta, c)\right] \\
+ \left[n^{1/2}\left\{G_n^{w,k}(\theta, c) - G_n^{w,k}(0, c)\right\}\right] \\
+ \left[n^{1/2}\left\{\tilde{G}_n^{w,k}(\theta, c) - \tilde{G}_n^{w,k}(0, c)\right\} - G_n^{w,k}(\theta, c)\right].
\]

By Theorem A.4, the second and third terms vanish and the desired result follows.

(c) By part (b) we have
\[
G_n^{w,k}(\theta, c) = G_n^{w,k}(0, c) + n^{-1/2}G_n^{w,k}(\tilde{\theta}, c) + n^{-1/2}O_P(1).
\]

By part (a), \(n^{-1/2}G_n^{w,k}(\tilde{\theta}, c)\) is \(O_P(n^{-1/2})\). Hence, we get \(G_n^{w,k}(\theta, c) = G_n^{w,k}(0, c) + O_P(n^{-1/2})\) as desired.

The next result derives the bias term \(G_n^{w,k}(\theta, c)\) under a symmetric density.

**Corollary A.7** If the density \(f\) is symmetric, then the biases in (A.1) are
\[
G_n^{w,k}(\theta_1, c) = 1_{(k, even)}2c^{1/2}f(c)\sigma^{-1}a_n^{-1/2}\sum_{i=1}^n w_i + 1_{(k, odd)}2c^{1/2}f(c)\sigma^{-1/2}\sum_{i=1}^n w_i x_i b_1, \quad (A.6)
\]
\[
G_n^{w,k}(\theta_m, c) = 1_{(k, even)}k\tau_k c^{1/2}\sigma^{-1}a_m^{-1/2}\sum_{i=1}^n w_i + 1_{(k, odd)}k\tau_k c^{1/2}\sigma^{-1/2}\sum_{i=1}^n w_i x_i b_m. \quad (A.7)
\]

**Proof of Corollary A.7.** Notice that \(\tau_k = E(\xi_i/\sigma)^k\{1(\xi_i \leq \sigma) - 1(\xi_i \leq -\sigma)\}\). Also, under a symmetric density \(f(c) = f(-c)\) and \(\tau_k = 0\) for \(k\) odd. Applying these results to (A.4) and (A.5) we get the desired expressions. \(\square\)

**Corollary A.8** Let Assumptions 2.1, 2.2 and 2.3 hold. Then, for \(k = 0, 1, 2, \) uniformly in \(c\),

(a) \(n^{-1/2}\sum_{i=1}^n w_i(\bar{\xi}_i/\sigma)^k1(\bar{\xi}_i \leq \bar{\sigma}) = n^{-1/2}\sum_{i=1}^n w_i(\bar{\xi}_i/\sigma)^k1(\bar{\xi}_i \leq \bar{\sigma}) + O_P(n^{-1/2});\)

(b) \(n^{-1/2}\sum_{i=1}^n w_i(\bar{\xi}_i/\sigma)^k1(\bar{\xi}_i \leq \bar{\sigma}) = n^{-1/2}\sum_{i=1}^n w_i(\bar{\xi}_i/\sigma)^k1(\bar{\xi}_i \leq \bar{\sigma}) + G_n^{w,k}(\bar{\theta}, c) + O_P(1);\)

(c) \(Z_c = n^{-1/2}\sum_{i=1}^n Z_i = 1_{(\xi \leq \sigma)} - 1_{(\xi \leq -\sigma)} = \tau_0 c^{-1/2}\sum_{i=1}^n Z_i + O_P(1).\)

**Proof of Corollary A.8.** Let \(\tilde{\theta} = (\tilde{a}, \tilde{b}, 0, \tilde{b})\) and \(\tilde{\theta} = (\tilde{a}, \tilde{b})\) where \(\tilde{b} = n^{1/2}(\tilde{a} - \beta), \tilde{b} = n^{1/2}(\tilde{a} - \beta)\) and \(\tilde{a} = n^{1/2}(\tilde{a} - \beta)\). By Assumption 2.3 we have that \(\tilde{a}, \tilde{b}\) are bounded in probability. Let \(G_n^{w,k}(\tilde{\theta}, c) = n^{-1/2}\sum_{i=1}^n w_i(\bar{\xi}_i/\sigma)^k1(\bar{\xi}_i \leq \bar{\sigma}).\)

(a) By Lemma A.1 it suffices to analyze \(G_n^{w,k}(\theta, c)\) uniformly over both \(\theta\) and \(c\). Then, by Corollary A.6(c), uniformly in \(\theta\) and \(c\),
\[
G_n^{w,k}(\theta, c) = G_n^{w,k}(0, c) + O_P(n^{-1/2}) = n^{-1}\sum_{j=1}^n w_j(\bar{\xi}_j/\sigma)^k1(\bar{\xi}_j \leq \bar{\sigma}) + O_P(n^{-1/2}).
\]

(b) By Lemma A.1 it suffices to analyze \(n^{1/2}G_n^{w,k}(\theta, c)\) uniformly over both \(\theta\) and \(c\). Then, by Corollary A.6(b), uniformly in \(\theta\) and \(c\),
\[
n^{-1/2}G_n^{w,k}(\theta, c) = n^{1/2}G_n^{w,k}(0, c) + G_n^{w,k}(\theta, c) + O_P(1),
\]
and the result follows.

(c) Add and subtract \(\tilde{T}_0\) to \(1_{(\xi \leq \sigma)}\) so that
\[
\tilde{Z}_c = n^{-1}\sum_{j=1}^n Z_j1_{(\xi \leq \sigma)} = \tilde{T}_0 n^{-1}\sum_{j=1}^n Z_j - n^{-1}\sum_{j=1}^n Z_j1_{(\xi \leq \sigma)} - \tilde{T}_0\}
\]
Add and subtract \(\tau_0\) to \(\tilde{T}_0\) in \(1_{(\xi \leq \sigma)} - \tilde{T}_0\) so that
\[
\tilde{Z}_c = \tilde{T}_0 n^{-1}\sum_{j=1}^n Z_j - n^{-1}\sum_{j=1}^n Z_j1_{(\xi \leq \sigma)} - \tilde{T}_0 - \tau_0 n^{-1}\sum_{j=1}^n Z_j.
\]
Then, (i) applying the Law of Large Numbers to the second term on the right hand side; (ii) noting that by item (a) with \( w_i = 1 \) and \( k = 0 \) \( T_0^c = T_0^c + \text{op}(1) \) and by the Law of Large Numbers \( T_0^c = \tau_0^c + \text{op}(1) \) and (iii) since \( \tilde{Z} = \text{Op}(1) \) by Assumption 2.2 and the Law of Large Numbers, we get

\[ \tilde{Z}_c = n^{-1}\sum_{i=1}^{n}Z_i1_{(|z| \leq \sigma c)} = \tilde{T}_0^c n^{-1}\sum_{i=1}^{n}Z_i + \text{op}(1). \]

Again, by item (a) we have \( \tilde{T}_0^c = T_0^c + \text{op}(1) \), by the Law of Large Numbers \( T_0^c = \tau_0^c + \text{op}(1) \) and by Assumption 2.2 and the Law of Large Numbers \( n^{-1}\sum_{i=1}^{n}Z_i = \text{Op}(1) \), therefore,

\[ \tilde{Z}_c = (\tau_0^c + \text{op}(1)) n^{-1}\sum_{i=1}^{n}Z_i + \text{op}(1) = \tau_0^c n^{-1}\sum_{i=1}^{n}Z_i + \text{op}(1), \]

as desired. \( \square \)

Corollary A.8, items (a) and (b), give sufficient conditions under which \( \tilde{T}_k^c \) and \( n^{1/2}(\tilde{T}_k^c - \sigma^k \tau_k^c) \) are equivalent to \( T_k^c \) and \( n^{1/2}(T_k^c - \sigma^k \tau_k^c) \), respectively, for \( k = 0, 1, 2 \). Notice, however, that the denominator of the DAS White test involves \( \tilde{T}_k^c \) for \( k = 4 \). To derive an asymptotic expansion for \( n^{1/2}(\tilde{T}_4^c - \sigma^4 \tau_4^c) \) using the approach of Corollary A.8 would imply an increase in the amount of moments required for \( \epsilon_i \). Since the DAS White test involves \( \tilde{T}_4^c \) but not \( n^{1/2}(\tilde{T}_4^c - \sigma^4 \tau_4^c) \), in the next Corollary, we derive the asymptotic equivalence between \( T_k^c \) and \( T_4^c \) using Theorem A.5. In this way, the result can be derived without further assumptions.

**Corollary A.9**: Under Assumptions 2.1, 2.2 and 2.3,

\[ n^{-1}\sum_{i=1}^{n}(\epsilon_{i,c}/\sigma)^4 = n^{-1}\sum_{i=1}^{n}(\epsilon_{i,c}/\sigma)^4 + \text{op}(1). \]

**Proof of Corollary A.9**: Let

\[ \mathcal{M}_{n,c} = n^{-1}\sum_{i=1}^{n}(\epsilon_{i,c}/\sigma)^4 - n^{-1}\sum_{i=1}^{n}(\epsilon_{i,c}/\sigma)^4 \]

We show that \( \mathcal{M}_{n,c} = \text{op}(1) \) uniformly in \( c \). Add and subtract \( \epsilon_{i,c}^4 1_{(|\epsilon_i| \leq \delta c)} \) so that

\[ \mathcal{M}_{n,c} = \left| n^{-1}\sum_{i=1}^{n}(\epsilon_{i,c}^4 - \epsilon_{i,c}^4)1_{(|\epsilon_i| \leq \delta c)} + n^{-1}\sum_{i=1}^{n}1_{(|\epsilon_i| \leq \delta c)} - 1_{(|\epsilon_i| \leq \sigma c)} \right|. \]

By the triangle inequality then \( \mathcal{M}_{n,c} \leq \mathcal{M}_{1,n,c} + \mathcal{M}_{2,n,c} \) where

\[ \mathcal{M}_{1,n,c} = \left| n^{-1}\sum_{i=1}^{n}(\epsilon_{i,c}^4 - \epsilon_{i,c}^4)1_{(|\epsilon_i| \leq \delta c)} \right|, \quad \mathcal{M}_{2,n,c} = \left| n^{-1}\sum_{i=1}^{n}1_{1_{(|\epsilon_i| \leq \delta c)} - 1_{(|\epsilon_i| \leq \sigma c)}} \right|. \]

It suffices to show that \( \mathcal{M}_{1,n,c}, \mathcal{M}_{2,n,c} \) are \( \text{op}(1) \) uniformly in \( c \).

*1. The term \( \mathcal{M}_{1,n,c} \):* Applying the triangle inequality and bounding \( 1_{(|\epsilon_i| \leq \delta c)} \) by \( 1 \) we get

\[ \mathcal{M}_{1,n,c} \leq n^{-1}\sum_{i=1}^{n}|\epsilon_{i,c}^4 - \epsilon_{i,c}^4| = n^{-1}\sum_{i=1}^{n}|(\beta - \beta)'x_i|^4 - \epsilon_{i,c}^4|. \]

Using the binomial expansion \( (a - b)^4 - a^4 = b^4 - 4b^3a + 6b^2a^2 - 4b^3a^3 \) we can write

\[ \mathcal{M}_{1,n,c} \leq n^{-1}\sum_{i=1}^{n}|(\beta - \beta)'x_i|^4 - 4((\beta - \beta)'x_i)^3\epsilon_i + 6((\beta - \beta)'x_i)^2\epsilon_i^2 - 4((\beta - \beta)'x_i)\epsilon_i^3|. \]

By the triangle and norm inequalities

\[ \mathcal{M}_{1,n,c} \leq |\beta - \beta|^4 n^{-1}\sum_{i=1}^{n}|x_i|^4 + 4|\beta - \beta|^3 n^{-1}\sum_{i=1}^{n}|x_i|^3\epsilon_i + 6|\beta - \beta|^2 n^{-1}\sum_{i=1}^{n}|x_i|^2\epsilon_i^2 + 4|\beta - \beta| n^{-1}\sum_{i=1}^{n}|x_i||\epsilon_i|^3. \]

By Assumption \( \hat{\beta} - \beta = \text{op}(1) \). Therefore, by Assumptions 2.1, 2.2, 2.3 and the Law of Large Numbers, we get that \( \mathcal{M}_{1,n,c} = \text{op}(1) \).

*2. The term \( \mathcal{M}_{2,n,c} \):* Recall

\[ \mathcal{M}_{2,n,c} = |n^{-1}\sum_{i=1}^{n}\epsilon_{i,c}^4 1_{(|\epsilon_i| \leq \delta c)} - n^{-1}\sum_{i=1}^{n}\epsilon_{i,c}^4 1_{(|\epsilon_i| \leq \sigma c)}|. \]
Note that
\[ n^{-1} \sum_{i=1}^{n} \delta_i^4 \mathbb{1}_{\{|\delta_i| \leq \delta_c\}} = n^{-1} \sum_{i=1}^{n} \delta_i^4 - \lim_{h \to 0} n^{-1} \sum_{i=1}^{n} \delta_i^4 \mathbb{1}_{\{\delta_i \leq \delta(-c-h)\}}. \]

Hence,
\[ \mathcal{M}_{2,n,c} = |n^{-1} \sum_{i=1}^{n} \delta_i^4 \mathbb{1}_{\{\delta_i \leq \delta_c\}} - \lim_{h \to 0} n^{-1} \sum_{i=1}^{n} \delta_i^4 \mathbb{1}_{\{\delta_i \leq \delta(-c-h)\}}| - \left| \lim_{h \to 0} n^{-1} \sum_{i=1}^{n} \delta_i^4 \mathbb{1}_{\{\delta_i \leq \delta(-c-h)\}} - \lim_{h \to 0} n^{-1} \sum_{i=1}^{n} \delta_i^4 \mathbb{1}_{\{\delta_i \leq \delta(-c-h)\}} \right|. \]

Rearranging and using the triangle inequality we get
\[ \mathcal{M}_{2,n,c} = |n^{-1} \sum_{i=1}^{n} \delta_i^4 \mathbb{1}_{\{\delta_i \leq \delta_c\}} - \lim_{h \to 0} n^{-1} \sum_{i=1}^{n} \delta_i^4 |\mathbb{1}_{\{\delta_i \leq \delta(-c-h)\}}| + \left| \lim_{h \to 0} n^{-1} \sum_{i=1}^{n} \delta_i^4 \mathbb{1}_{\{\delta_i \leq \delta(-c-h)\}} - \lim_{h \to 0} n^{-1} \sum_{i=1}^{n} \delta_i^4 \mathbb{1}_{\{\delta_i \leq \delta(-c-h)\}} \right|. \]

By Lemma A.1 and Theorem A.5 we get, given Assumptions 2.1, 2.2, 2.3, that
\[ \sup_c |n^{-1} \sum_{i=1}^{n} \delta_i^4 \mathbb{1}_{\{\delta_i \leq \delta_c\}} - 1(\delta_c) - 1(\delta(-c-h))| = o_p(1), \]
and
\[ \sup_c \left| \lim_{h \to 0} n^{-1} \sum_{i=1}^{n} \delta_i^4 \mathbb{1}_{\{\delta_i \leq \delta(-c-h)\}} - 1(\delta(-c-h)) \right| = o_p(1). \]
Hence, \( \mathcal{M}_{2,n,c} = o_p(1) \) uniformly in \( c \).

1.3. **Combine items 1.1 and 1.2:** to get the desired result. \( \square \)

**B Appendix B: Results on Test**

**Proof of Theorem 3.1:** Write the test statistic in (3.2) as \( \hat{T}_n^c/\hat{R}_{n,c} = \hat{Num}/\hat{Den} \) where
\[ \hat{Num} = \sigma^{-2} n^{-1/2} \hat{N}_{n,c}(n^{-1} \hat{M}_{n,c})^{-1} \sigma^{-2} n^{-1/2} \hat{N}_{n,c}, \]
\[ \hat{Den} = \sigma^{-4}(\hat{T}_n^c)^{-1} n^{-1} \sum_{i=1}^{n} (\hat{\xi}_{i,c})^2 - 1(|\hat{\xi}_i| < \delta_c)(\hat{T}_n^c/\hat{T}_0)^2. \]

1. **The term \( \hat{Den} \):** Expanding the curly bracket in \( \hat{Den} \) we get
\[ \hat{Den} = (\hat{T}_n^c)^{-1} n^{-1} \sum_{i=1}^{n} (\hat{\xi}_{i,c}/\sigma)^4 - \{(\hat{T}_n^c/\sigma^2)^{1/2}\}^2. \]

By Corollary A.8(a) with \( w_{in} = 1 \) we have
\[ \hat{T}_n^c/\sigma^k = n^{-1} \sum_{i=1}^{n} (\hat{\xi}_{i,c}/\sigma)^k = n^{-1} \sum_{i=1}^{n} (\xi_{i,c}/\sigma)^k + o_p(n^{-1/2}) = \hat{T}_n^c/\sigma^k + o_p(n^{-1/2}) \]
for \( k = 0, 2 \). By Assumption 2.1 and the Law of Large Numbers \( T_k = o_p(1) \) Hence,
\[ \hat{Den} = (\hat{T}_n^c)^{-1} n^{-1} \sum_{i=1}^{n} (\hat{\xi}_{i,c}/\sigma)^4 - \{(\hat{T}_n^c/\sigma^2)^{1/2}\}^2 + o_p(n^{-1/2}). \]

By Corollary A.9, we have
\[ n^{-1} \sum_{i=1}^{n} (\hat{\xi}_{i,c}/\sigma)^4 = n^{-1} \sum_{i=1}^{n} (\xi_{i,c}/\sigma)^4 + o_p(1), \]
Hence, since
\[ n^{-1} \sum_{i=1}^{n} (\hat{\xi}_{i,c}/\sigma)^4 = o_p(1), \]
by Assumption 2.1 and the Law of Large Numbers and given that \( \hat{T}_0^c = T_0 + o_p(n^{-1/2}) \) as already shown, we get
\[ \hat{Den} = (\hat{T}_n^c)^{-1} n^{-1} \sum_{i=1}^{n} (\hat{\xi}_{i,c}/\sigma)^4 - \{(\hat{T}_n^c/\sigma^2)^{1/2}\}^2 + o_p(1). \]

By the Law of Large Numbers, \( T_k = \sigma^k \tau_k^c + o_p(1) \) where \( \tau_0^c > 0 \), hence,
\[ \hat{Den} = (\hat{T}_0^c)^{-1} n^{-1} \sum_{i=1}^{n} (\hat{\xi}_{i,c}/\sigma)^4 - (\tau_2^c/\tau_0^c)^2 + o_p(1). \]
Using again the fact that $T_k^c / \sigma_k = \tau_k^c + \text{op}(1)$ we can write

$$\tilde{\text{Den}} = (\tau_0^c)^{-1} n^{-1} \sum_{i=1}^{n} \left\{ (\xi_{i,c}/\sigma)^2 - 1_{(|\xi_i| \leq \delta c)} (\tau_2^c / \tau_0^c) \right\}^2 + \text{op}(1).$$

2. **The term $\text{Num}$**:

2.1. **The term $n^{-1} \mathcal{M}_{n,c}$**. By definition of $\mathcal{M}_{n,c}$

$$n^{-1} \mathcal{M}_{n,c} = n^{-1} \sum_{i=1}^{n} \left\{ \tilde{Z}_{i,c} - 1_{(|\xi_i| \leq \delta c)} (\tilde{T}_0^c)^{-1} \tilde{Z}_c \right\} \left\{ \tilde{Z}_{i,c} - 1_{(|\xi_i| \leq \delta c)} (\tilde{T}_0^c)^{-1} \tilde{Z}_c \right\}'.$$

Expanding $n^{-1} \mathcal{M}_{n,c}$ we have

$$n^{-1} \mathcal{M}_{n,c} = n^{-1} \sum_{i=1}^{n} \tilde{Z}_{i,c} \tilde{Z}_{i,c}' - (\tilde{T}_0^c)^{-1} \tilde{Z}_c \tilde{Z}_c'.$$

By Corollary A.8(a) with $w_{in} = Z_i Z_i'$ and $k = 0$,

$$n^{-1} \sum_{i=1}^{n} \tilde{Z}_{i,c} \tilde{Z}_{i,c}' = n^{-1} \sum_{i=1}^{n} Z_i Z_i' 1_{(|\xi_i| < \delta c)} + \text{Op}(n^{-1/2}) = n^{-1} \sum_{i=1}^{n} Z_i Z_i' + \text{Op}(n^{-1/2}).$$

By Corollary A.8(a) with $w_{in} = Z_i$ and $k = 0$,

$$\tilde{Z}_c = n^{-1} \sum_{i=1}^{n} \tilde{Z}_{i,c} = n^{-1} \sum_{i=1}^{n} Z_i 1_{(|\xi_i| < \delta c)} + \text{Op}(n^{-1/2}) = \tilde{Z}_c + \text{Op}(n^{-1/2}).$$

By Corollary A.8(a) with $w_{in} = 1$ and $k = 0$ and the Law of Large Numbers $\tilde{T}_0^c = T_0^c + \text{Op}(n^{-1/2}) = \tau_0^c + \text{op}(1)$. Hence, since $\tilde{Z}_c = \text{Op}(1)$ by Assumptions 2.1 and 2.2 and the Law of Large Numbers we can write

$$n^{-1} \mathcal{M}_{n,c} = n^{-1} \sum_{i=1}^{n} Z_i Z_i' - \{ \tau_0^c + \text{op}(1) \}^{-1} \tilde{Z}_c \tilde{Z}_c' + \text{Op}(n^{-1/2}).$$

Since $\tilde{Z}_c \tilde{Z}_c' = \text{Op}(1)$ by Assumptions 2.1 and 2.2 and the Law of Large Numbers

$$n^{-1} \mathcal{M}_{n,c} = n^{-1} \sum_{i=1}^{n} Z_i Z_i' - (\tau_0^c)^{-1} \tilde{Z}_c \tilde{Z}_c' + \text{op}(1).$$

Given that $T_k^c = n^{-1} \sum_{i=1}^{n} 1_{(|\xi_i| < \delta c)} = \tau_0^c + \text{op}(1)$ and $\tilde{Z}_c = \text{Op}(1)$ by Assumptions 2.1 and 2.2 and the Law of Large Numbers, we can write

$$n^{-1} \mathcal{M}_{n,c} = n^{-1} \sum_{i=1}^{n} \left\{ Z_i - 1_{(|\xi_i| \leq \delta c)} (\tau_0^c)^{-1} \tilde{Z}_c \right\} \left\{ Z_i - 1_{(|\xi_i| \leq \delta c)} (\tau_0^c)^{-1} \tilde{Z}_c \right\}' + \text{op}(1).$$

2.2. **The term $\sigma^{-2} n^{-1/2} \mathcal{N}_{n,c}$**. Recall

$$\mathcal{N}_{n,c} = \sum_{i=1}^{n} \left\{ \xi_{i,c}^2 - 1_{(|\xi_i| \leq \delta c)} (T_2^c / T_0^c) \right\} \left\{ Z_i - 1_{(|\xi_i| \leq \delta c)} (\tau_0^c)^{-1} \tilde{Z}_c \right\},$$

which is equivalent to

$$\mathcal{N}_{n,c} = \sum_{i=1}^{n} \left\{ \xi_{i,c}^2 - 1_{(|\xi_i| \leq \delta c)} (T_2^c / T_0^c) \right\} \tilde{Z}_{i,c}.$$

Expanding $\sigma^{-2} n^{-1/2} \mathcal{N}_{n,c}$ we can write $\sigma^{-2} n^{-1/2} \mathcal{N}_{n,c} = n^{-1/2} (\tilde{N}_{1,n,c} - \tilde{N}_{2,n,c})$ where

$$\tilde{N}_{1,n,c} = \sum_{i=1}^{n} (\xi_{i,c} / \sigma)^2 \tilde{Z}_{i,c}, \quad \tilde{N}_{2,n,c} = \sigma^{-2} (T_2^c / T_0^c) (\sum_{i=1}^{n} \tilde{Z}_{i,c}).$$

2.2.1. **The term $n^{-1/2} \tilde{N}_{1,n,c}$**. Note that $n^{-1/2} \tilde{N}_{1,n,c} = n^{-1/2} \sum_{i=1}^{n} (\xi_{i,c} / \sigma)^2 Z_i$, hence by Corollary A.8(b) with $w_{in} = Z_i$ and $k = 2$ we have

$$n^{-1/2} \tilde{N}_{1,n,c} = n^{-1/2} \sum_{i=1}^{n} (\xi_{i,c} / \sigma)^2 Z_i + G_{n}^{Z,2}(\hat{\theta}, c) + \text{op}(1),$$

where

$$G_{n}^{Z,2}(\hat{\theta}, c) = 2e^{3\hat{f}(c)} \sigma^{-1} \tilde{a} n^{-1} \sum_{i=1}^{n} Z_i,$$

(B.1)

by recalling the bias in (A.3) and then applying Corollary A.7, with $k = 2$, $a_1 = \tilde{a}$, $a_m = 0$, $w_{in} = Z_i$. Add and subtract $\tau_2^c \sqrt{n} Z$ to $n^{-1/2} \tilde{N}_{1,n,c}$ so that

$$n^{-1/2} \tilde{N}_{1,n,c} = n^{-1/2} \sum_{i=1}^{n} ((\xi_{i,c} / \sigma)^2 - \tau_2^c) Z_i + \tau_2^c \sqrt{n} Z + G_{n}^{Z,2}(\hat{\theta}, c) + \text{op}(1).$$
2.2.2. The term $n^{-1/2}\tilde{N}_{2,n,c}$. Multiply and divide by $\sqrt{n}$ so that $n^{-1/2}\tilde{N}_{2,n,c} = \sqrt{n}\sigma^{-2}(\tilde{T}_0^c/\tilde{T}_0^c)\tilde{Z}_c$.

We expand each of these terms using Corollary A.8(b) as follows: (i) for $\tilde{T}_0^c$ set $w_{in} = 1$, $k = 0$ and $a_m = 0$; (ii) for $\sqrt{n}\tilde{T}_2^c/\sigma^2$ set $w_{in} = 1$, $k = 2$ and $a_m = 0$; and (iii) for $\tilde{Z}_c$ set $w_{in} = Z_i$, $k = 0$ and $a_m = 0$. We get

\[ \tilde{T}_0^c = n^{-1/2}\{n^{-1/2}\sum_{i=1}^n 1\{|\xi_i| \leq \sigma c\} + G_n^{1,0}(\hat{\theta}, c) + o(1)\}, \]

\[ \sqrt{n}\tilde{T}_2^c/\sigma^2 = n^{-1/2}\sum_{i=1}^n (\xi_{i,c}/\sigma)^2 + G_n^{1,2}(\hat{\theta}, c) + o(1), \]

\[ \tilde{Z}_c = n^{-1/2}\{n^{-1/2}\sum_{i=1}^n Z_i 1\{|\xi_i| \leq \sigma c\} + G_n^{2,0}(\hat{\theta}, c) + o(1)\}, \]

where by Corollary A.7,

\[ G_n^{1,0}(\hat{\theta}, c) = 2cf(c)\sigma^{-1}\tilde{a}, \quad G_n^{1,2}(\hat{\theta}, c) = 2c^3f(c)\sigma^{-1}\tilde{a}, \quad G_n^{2,0}(\hat{\theta}, c) = 2cf(c)\sigma^{-1}\tilde{a}\tilde{Z}. \quad (B.2) \]

Add and subtract (i) $\tau_0^c$ to $\tilde{T}_0^c$; (ii) $\sqrt{n}\tau_2^c$ to $\sqrt{n}\tilde{T}_2^c/\sigma^2$; and (iii) $\tau_0^i\tilde{Z}$ to $\tilde{Z}_c$ so that

\[ \tilde{T}_0^c = n^{-1}\sum_{i=1}^n\{1\{|\xi_i| \leq \sigma c\} - \tau_0^c\} + \tau_0^c + n^{-1/2}G_n^{1,0}(\hat{\theta}, c) + o(n^{-1/2}), \]

\[ \sqrt{n}\tilde{T}_2^c/\sigma^2 = n^{-1/2}\sum_{i=1}^n (\xi_{i,c}/\sigma)^2 - \tau_0^c + \sqrt{n}\tau_2^c + G_n^{1,2}(\hat{\theta}, c) + o(1), \]

\[ \tilde{Z}_c = n^{-1}\sum_{i=1}^n Z_i\{1\{|\xi_i| \leq \sigma c\} - \tau_0^c\} + \tau_0^i\tilde{Z} + n^{-1/2}G_n^{2,0}(\hat{\theta}, c) + o(n^{-1/2}). \]

Take common factor $\tau_0^c$ in the expansions for $\tilde{T}_0^c$ and $\tilde{Z}_c$ so that they cancel out in $n^{-1/2}\tilde{N}_{2,n,c} = \sqrt{n}\sigma^{-2}(\tilde{T}_0^c/\tilde{T}_0^c)\tilde{Z}_c$ and we get

\[ n^{-1/2}\tilde{N}_{2,n,c} = -\frac{n^{-1/2}\sum_{i=1}^n\{1\{|\xi_i| \leq \sigma c\} - \tau_0^c\} + \sqrt{n}\tau_2^c + G_n^{1,2}(\hat{\theta}, c) + o(1)}{1 + (\tau_0^c)^{-1}n^{-1}\sum_{i=1}^n\{1\{|\xi_i| \leq \sigma c\} - \tau_0^c\} + (\tau_0^c)^{-1}n^{-1/2}G_n^{1,0}(\hat{\theta}, c) + o(n^{-1/2})} \times \{\tilde{Z} + (\tau_0^c)^{-1}\sum_{i=1}^n Z_i\{1\{|\xi_i| \leq \sigma c\} - \tau_0^c\} + (\tau_0^c)^{-1}n^{-1/2}G_n^{1,0}(\hat{\theta}, c) + o(n^{-1/2})\}. \]

The expansion for $(\tilde{T}_0^c)^{-1}$, which is,

\[ (\tilde{T}_0^c)^{-1} = \frac{1}{1 + (\tau_0^c)^{-1}n^{-1}\sum_{i=1}^n\{1\{|\xi_i| \leq \sigma c\} - \tau_0^c\} + (\tau_0^c)^{-1}n^{-1/2}G_n^{1,0}(\hat{\theta}, c) + o(n^{-1/2})}, \]

is of the form $1/(1 + x_n)$ where $x_n = O(p(n^{-1/2}))$ by the Central Limit Theorem and A.6, hence, expanding we can write

\[ \frac{1}{1 + x_n} = 1 - x_n + O(x_n^2) = 1 - x_n + O(p(n^{-1})). \]

This then gives that

\[ (\tilde{T}_0^c)^{-1} = 1 - (\tau_0^c)^{-1}n^{-1}\sum_{i=1}^n\{1\{|\xi_i| \leq \sigma c\} - \tau_0^c\} - (\tau_0^c)^{-1}n^{-1/2}G_n^{1,0}(\hat{\theta}, c) + o(n^{-1/2}) + O(p(n^{-1})). \]

Combine the expansions in the product $(\tilde{T}_0^c)^{-1}\tilde{Z}_c$ so that

\[ (\tilde{T}_0^c)^{-1}\tilde{Z}_c = \{1 - (\tau_0^c)^{-1}n^{-1}\sum_{i=1}^n\{1\{|\xi_i| \leq \sigma c\} - \tau_0^c\} - (\tau_0^c)^{-1}n^{-1/2}G_n^{1,0}(\hat{\theta}, c) + o(n^{-1/2})\} \times \{\tilde{Z} + (\tau_0^c)^{-1}\sum_{i=1}^n Z_i\{1\{|\xi_i| \leq \sigma c\} - \tau_0^c\} + (\tau_0^c)^{-1}n^{-1/2}G_n^{1,0}(\hat{\theta}, c) + o(n^{-1/2})\}. \quad (B.3) \]

Expanding this product we have

\[ (\tilde{T}_0^c)^{-1}\tilde{Z}_c = \tilde{Z} + (\tau_0^c)^{-1}n^{-1}\sum_{i=1}^n Z_i\{1\{|\xi_i| \leq \sigma c\} - \tau_0^c\} + (\tau_0^c)^{-1}n^{-1/2}G_n^{1,0}(\hat{\theta}, c) + o(n^{-1/2}) \]

\[ - (\tau_0^c)^{-1}n^{-1}\sum_{i=1}^n\{1\{|\xi_i| \leq \sigma c\} - \tau_0^c\}\tilde{Z} + O(p(n^{-1}) + O(p(1)) + o(n^{-1})) \]

\[ - (\tau_0^c)^{-1}n^{-1/2}G_n^{1,0}(\hat{\theta}, c)\tilde{Z} + O(p(n^{-1}) + O(p(1)) + o(n^{-1})) \]

\[ + o(n^{-1/2}) + o(p(n^{-1}) + o(p(1)) + o(n^{-1})). \]
Noting that the term $G_n^{Z,0}(\hat{\theta}, c) - G_n^{1,0}(\hat{\theta}, c) \tilde{Z} = 0$, see (B.2), we get

$$(T_0^c)^{-1} \tilde{Z}_c = \tilde{Z} + (\tau_0^c)^{-1} n^{-1} \sum_{i=1}^{n} Z_i \{1_{|\xi_i| \leq \sigma_c} - \tau_0^c\} + o_p(n^{-1/2}),$$

which simplifies to

$$(T_0^c)^{-1} \tilde{Z}_c = \tilde{Z} + (\tau_0^c)^{-1} n^{-1} \sum_{i=1}^{n} (Z_i - \tilde{Z}) \{1_{|\xi_i| \leq \sigma_c} - \tau_0^c\} + o_p(n^{-1/2}).$$

Combining the expansions for $(T_0^c)^{-1} \tilde{Z}_c$ and $\sqrt{n} \sigma_2^c / \sigma^2$ in $N_{2,n,c} = \sqrt{n} \sigma^{-2} (T_2^c / T_0^c) \tilde{Z}_c$, we get

$$n^{-1/2} N_{2,n,c} = [n^{-1/2} \sum_{i=1}^{n} \{(\xi_{i,c}/\sigma)^2 - \tau_2^c\} + \sqrt{n} \sigma_2^c + G_n^{1,2}(\hat{\theta}, c) + o_p(1)] \times \{Z + (\tau_0^c)^{-1} n^{-1} \sum_{i=1}^{n} (Z_i - \tilde{Z}) \{1_{|\xi_i| \leq \sigma_c} - \tau_0^c\} + o_p(n^{-1/2})\}.$$

Expanding the product we get

$$n^{-1/2} N_{2,n,c} = n^{-1/2} \sum_{i=1}^{n} \{(\xi_{i,c}/\sigma)^2 - \tau_2^c\} \tilde{Z} + O_p(n^{-1/2}) + o_p(n^{-1/2})$$

$$+ \sqrt{n} \sigma_2^c \tilde{Z} + \sqrt{n} \sigma_2^c (\tau_0^c)^{-1} n^{-1} \sum_{i=1}^{n} (Z_i - \tilde{Z}) \{1_{|\xi_i| \leq \sigma_c} - \tau_0^c\} + o_p(1)$$

$$+ G_n^{1,2}(\hat{\theta}, c) \tilde{Z} + O_p(n^{-1/2}) + o_p(n^{-1/2})$$

$$+ o_p(1) + o_p(n^{-1/2}) + o_p(n^{-1/2}),$$

which simplifies to

$$n^{-1/2} N_{2,n,c} = n^{-1/2} \sum_{i=1}^{n} \{(\xi_{i,c}/\sigma)^2 - \tau_2^c\} \tilde{Z} + \sqrt{n} \sigma_2^c (\tau_0^c)^{-1} n^{-1} \sum_{i=1}^{n} (Z_i - \tilde{Z}) \{1_{|\xi_i| \leq \sigma_c} - \tau_0^c\}$$

$$+ \sqrt{n} \sigma_2^c \tilde{Z} + G_n^{1,2}(\hat{\theta}, c) \tilde{Z} + O_p(n^{-1/2}).$$

2.2.3. Combine items 2.2.1-2.2.2. Recall $\sigma^{-2} n^{-1/2} N_{n,c} = n^{-1/2}(N_{1,n,c} - N_{2,n,c})$. Inserting the expansions for $n^{-1/2} N_{1,n,c}$ and $n^{-1/2} N_{2,n,c}$ in items 2.2.1 and 2.2.2, we then get

$$\sigma^{-2} n^{-1/2} N_{n,c} = n^{-1/2} \sum_{i=1}^{n} \{(\xi_{i,c}/\sigma)^2 - \tau_2^c\} (Z_i - \tilde{Z})$$

$$+ n^{-1/2} \sum_{i=1}^{n} \{(\xi_{i,c}/\sigma)^2 - \tau_2^c\} (Z_i - \tilde{Z}) - \sqrt{n} \sigma_2^c (\tau_0^c)^{-1} n^{-1} \sum_{i=1}^{n} (Z_i - \tilde{Z}) \{1_{|\xi_i| \leq \sigma_c} - \tau_0^c\} + o_p(1),$$

The terms $\sigma^{-2} n^{-1/2} \tilde{Z} \tilde{Z}$ cancel while $G_n^{Z,2}(\hat{\theta}, c) = G_n^{1,2}(\hat{\theta}, c) \tilde{Z}$, see (B.1) and (B.2), hence,

$$\sigma^{-2} n^{-1/2} N_{n,c} = n^{-1/2} \sum_{i=1}^{n} \{(\xi_{i,c}/\sigma)^2 - \tau_2^c\} (Z_i - \tilde{Z}) - n^{-1/2} \sum_{i=1}^{n} \{(\xi_{i,c}/\sigma)^2 - \tau_2^c\} (Z_i - \tilde{Z}) \{1_{|\xi_i| \leq \sigma_c} - \tau_0^c\} + o_p(1).$$

Take $(\tau_2^c)^{-1}$ in the second term inside the curly bracket so that

$$\sigma^{-2} n^{-1/2} N_{n,c} = n^{-1/2} \sum_{i=1}^{n} \{(\xi_{i,c}/\sigma)^2 - \tau_2^c\} (Z_i - \tilde{Z}) - n^{-1/2} \sum_{i=1}^{n} (Z_i - \tilde{Z}) \{1_{|\xi_i| \leq \sigma_c} - \tau_0^c\} + o_p(1),$$

which can simplified as

$$\sigma^{-2} n^{-1/2} N_{n,c} = n^{-1/2} \sum_{i=1}^{n} \{(\xi_{i,c}/\sigma)^2 - \tau_2^c (\tau_0^c)^{-1} 1_{|\xi_i| \leq \sigma_c}\} (Z_i - \tilde{Z}) + o_p(1).$$

Take common factor $1_{|\xi_i| \leq \sigma_c}$ so that

$$\sigma^{-2} n^{-1/2} N_{n,c} = n^{-1/2} \sum_{i=1}^{n} \{(\xi_{i,c}/\sigma)^2 - \tau_2^c (\tau_0^c)^{-1} 1_{|\xi_i| \leq \sigma_c}\} 1_{|\xi_i| \leq \sigma_c} (Z_i - \tilde{Z}) + o_p(1),$$

which we can write as

$$\sigma^{-2} n^{-1/2} N_{n,c} = n^{-1/2} \sum_{i=1}^{n} \{(\xi_{i,c}/\sigma)^2 - \tau_2^c (\tau_0^c)^{-1} 1_{|\xi_i| \leq \sigma_c}\} 1_{|\xi_i| \leq \sigma_c} Z_i$$

$$- \tilde{Z} n^{-1/2} \sum_{i=1}^{n} \{(\xi_{i,c}/\sigma)^2 - \tau_2^c (\tau_0^c)^{-1} 1_{|\xi_i| \leq \sigma_c}\}$$

$$+ o_p(n^{-1/2}),$$
By Corollary A.8(c), $\tilde{Z} = (\tau_0^c)^{-1}Z_c + \text{op}(1)$. Hence,

$$\sigma^{-2}n^{-1/2}\hat{N}_{n,c} = n^{-1/2}\sum_{i=1}^{n}\{(\varepsilon_{i,c}/\sigma)^2 - \tau_2^c(\tau_0^c)^{-1}1_{|\varepsilon_i| \leq \sigma_c}\}Z_i$$

$$-\{(\tau_0^c)^{-1}Z_c + \text{op}(1)\}n^{-1/2}\sum_{i=1}^{n}\{(\varepsilon_{i,c}/\sigma)^2 - \tau_2^c(\tau_0^c)^{-1}1_{|\varepsilon_i| \leq \sigma_c}\} + \text{op}(1).$$

Notice that the term $n^{-1/2}\sum_{i=1}^{n}\{(\varepsilon_{i,c}/\sigma)^2 - \tau_2^c(\tau_0^c)^{-1}1_{|\varepsilon_i| \leq \sigma_c}\}$ is $\text{Op}(1)$ by the Central Limit Theorem, hence,

$$\sigma^{-2}n^{-1/2}\hat{N}_{n,c} = n^{-1/2}\sum_{i=1}^{n}\{(\varepsilon_{i,c}/\sigma)^2 - \tau_2^c(\tau_0^c)^{-1}1_{|\varepsilon_i| \leq \sigma_c}\}Z_i$$

$$-\{(\tau_0^c)^{-1}Z_c - \text{op}(1)\}n^{-1/2}\sum_{i=1}^{n}\{(\varepsilon_{i,c}/\sigma)^2 - \tau_2^c(\tau_0^c)^{-1}1_{|\varepsilon_i| \leq \sigma_c}\} + \text{op}(1).$$

This can be rewritten as

$$\sigma^{-2}n^{-1/2}\hat{N}_{n,c} = n^{-1/2}\sum_{i=1}^{n}\{(\varepsilon_{i,c}/\sigma)^2 - \tau_2^c(\tau_0^c)^{-1}1_{|\varepsilon_i| \leq \sigma_c}\}\{Z_{i,c} - 1_{|\varepsilon_i| \leq \sigma_c}(\tau_0^c)^{-1}Z_c\} + \text{op}(1).$$

3. **Combine items 1 and 2:** By item 1,

$$\text{Den} = (\tau_0^c)^{-1}n^{-1}\sum_{i=1}^{n}\{(\varepsilon_{i,c}/\sigma)^2 - 1_{|\varepsilon_i| \leq \sigma_c}(\tau_2^c/\tau_0^c)\}^2 + \text{op}(1).$$

By item 2.1,

$$n^{-1}\hat{M}_{n,c} = n^{-1}\sum_{i=1}^{n}\{Z_{i,c} - 1_{|\varepsilon_i| \leq \sigma_c}(\tau_0^c)^{-1}Z_c\}\{Z_{i,c} - 1_{|\varepsilon_i| \leq \sigma_c}(\tau_0^c)^{-1}Z_c\} + \text{op}(1).$$

By item 2.2,

$$\sigma^{-2}n^{-1/2}\hat{N}_{n,c} = n^{-1/2}\sum_{i=1}^{n}\{(\varepsilon_{i,c}/\sigma)^2 - 1_{|\varepsilon_i| \leq \sigma_c}(\tau_2^c/\tau_0^c)\}\{Z_{i,c} - 1_{|\varepsilon_i| \leq \sigma_c}(\tau_0^c)^{-1}Z_c\} + \text{op}(1).$$

Note that the term $\sigma^{-2}n^{-1/2}\hat{N}_{n,c}$ is $\text{Op}(1)$ by the Central Limit Theorem. Combining we get $\hat{T}_0^c n R^2_{n,c} = \tau_0^c n R^2_{n,c} + \text{op}(1)$ as stated.

**Proof of Theorem 3.2:** By Theorem 3.1, $\hat{T}_0^c n R^2_{n,c} = \tau_0^c n R^2_{n,c} + \text{op}(1)$. Hence, in what follows we analyze the asymptotic properties of $\tau_0^c n R^2_{n,c}$. We write $\tau_0^c n R^2_{n,c} = \text{Num}/\text{Den}$ where

$$\text{Num} = n^{-1/2}\hat{N}_{n,c}(n^{-1}\hat{M}_{n,c})^{-1}n^{-1/2}\hat{N}_{n,c},$$

$$\text{Den} = (\tau_0^c)^{-1}\sum_{i=1}^{n}\{(\varepsilon_{i,c}/\sigma)^2 - 1_{|\varepsilon_i| \leq \sigma_c}(\tau_2^c/\tau_0^c)\}^2.$$

1. **The term Den:** Expanding the curly bracket

$$\text{Den} = (\tau_0^c)^{-1}\sum_{i=1}^{n}\{(\varepsilon_{i,c}/\sigma)^4 - 2(\tau_2^c/\tau_0^c)(\tau_0^c)^{-1}\sum_{i=1}^{n}(\varepsilon_{i,c}/\sigma)^2 + (\tau_2^c/\tau_0^c)^2(\tau_0^c)^{-1}\sum_{i=1}^{n}(\varepsilon_{i,c}/\sigma)^2\}_{|\varepsilon_i| \leq \sigma_c}. $$

By Assumption 2.1 and the Law of Large Numbers $n^{-1}\sum_{i=1}^{n}(\varepsilon_{i,c}/\sigma)^2 = \tau_2^c + \text{op}(1)$ and $n^{-1}\sum_{i=1}^{n}(\varepsilon_{i,c}/\sigma)^2 = \tau_0^c + \text{op}(1)$, where $\tau_0^c > 0$. Therefore,

$$\text{Den} = (\tau_0^c)^{-1}\sum_{i=1}^{n}(\varepsilon_{i,c}/\sigma)^4 - (\tau_2^c/\tau_0^c)^2 + \text{op}(1).$$

By the Law of Large Numbers, $n^{-1}\sum_{i=1}^{n}(\varepsilon_{i,c}/\sigma)^4 = \tau_2^c + \text{op}(1)$, hence, by the Slutsky theorem, $\text{Den} = \{\tau_2^c/\tau_0^c - (\tau_2^c/\tau_0^c)^2\} + \text{op}(1)$.

2. **The term Num:**

2.1. **The term $n^{-1}\hat{M}_{n,c}$:** Recall

$$n^{-1}\hat{M}_{n,c} = n^{-1}\sum_{i=1}^{n}\{Z_{i,c} - 1_{|\varepsilon_i| \leq \sigma_c}(\tau_0^c)^{-1}Z_c\}\{Z_{i,c} - 1_{|\varepsilon_i| \leq \sigma_c}(\tau_0^c)^{-1}Z_c\}. $$
Expand so that
\[ n^{-1}M_{n,c} = n^{-1}\sum_{i=1}^{n}Z_{i,c}Z_{i}' - (\tau_0^c)^{-1}\bar{Z}_c\bar{Z}_c'. \]
By definition of \( Z_{i,c} \) and \( \bar{Z}_c \) we can write
\[ n^{-1}M_{n} = n^{-1}\sum_{i=1}^{n}Z_{i}Z_{i}'1_{(|z_i| \leq \sigma \sigma)} - (\tau_0^c)^{-1}\{n^{-1}\sum_{i=1}^{n}Z_{i}1_{(|z_i| \leq \sigma \sigma)}\}\{n^{-1}\sum_{i=1}^{n}Z_{i}1_{(|z_i| \leq \sigma \sigma)}\}. \]
By the Law of Large Numbers and independence of \( Z_i \) and \( \varepsilon_i \),
\[ n^{-1}M_n \rightarrow p \tau_0^cEZ_1Z_1' - (\tau_0^c)^{-1}(\tau_0^c)^2EZEZ_1' + op(1) = \tau_0^cE(Z_1 - EZ_1)(Z_1 - EZ_1)' + op(1). \]
Let \( \Sigma_Z = E(Z_1 - EZ_1)(Z_1 - EZ_1)' \) so that
\[ n^{-1}M_n \rightarrow p \tau_0^c\Sigma_Z. \]

2.2. The term \( n^{-1/2}N_{n,c} \). Recall
\[ n^{-1/2}N_{n,c} = n^{-1/2}\sum_{i=1}^{n}\{(\varepsilon_{i,c}/\sigma)^2 - 1_{(|\varepsilon_i| \leq \sigma \sigma)}(\tau_2^c/\tau_0^c)\}\{Z_{i,c} - 1_{(|\varepsilon_i| \leq \sigma \sigma)}(\tau_0^c)^{-1}\bar{Z}_c\}. \]
Notice that taking common factor \( 1_{(|\varepsilon_i| \leq \sigma \sigma)} \) in \( \{Z_{i,c} - 1_{(|\varepsilon_i| \leq \sigma \sigma)}(\tau_0^c)^{-1}\bar{Z}_c\} \) and multiplying it to \( \{(\varepsilon_{i,c}/\sigma)^2 - 1_{(|\varepsilon_i| \leq \sigma \sigma)}(\tau_2^c/\tau_0^c)\}\) we can write
\[ n^{-1/2}N_{n,c} = n^{-1/2}\sum_{i=1}^{n}\{(\varepsilon_{i,c}/\sigma)^2 - 1_{(|\varepsilon_i| \leq \sigma \sigma)}(\tau_2^c/\tau_0^c)\}\{Z_i - (\tau_0^c)^{-1}\bar{Z}_c\}. \]
By Corollary A.8(c), \( \bar{Z}_c = \tau_0^c\bar{Z} + op(1) \). Hence, \( (\tau_0^c)^{-1}\bar{Z}_c = \bar{Z} + op(1) \), so that
\[ n^{-1/2}N_{n,c} = n^{-1/2}\sum_{i=1}^{n}\{(\varepsilon_{i,c}/\sigma)^2 - 1_{(|\varepsilon_i| \leq \sigma \sigma)}(\tau_2^c/\tau_0^c)\}\{Z_i - \bar{Z} + op(1)\}. \]
Since \( n^{-1/2}\sum_{i=1}^{n}\{(\varepsilon_{i,c}/\sigma)^2 - 1_{(|\varepsilon_i| \leq \sigma \sigma)}(\tau_2^c/\tau_0^c)\} \) is \( Op(1) \) by the Central Limit Theorem we get
\[ n^{-1/2}N_{n,c} = n^{-1/2}\sum_{i=1}^{n}\{(\varepsilon_{i,c}/\sigma)^2 - 1_{(|\varepsilon_i| \leq \sigma \sigma)}(\tau_2^c/\tau_0^c)\}\{Z_i - \bar{Z}\} + op(1). \]
By independence between \( \varepsilon_i \) and \( Z_i \) we have
\[ E\{(\varepsilon_{i,c}/\sigma)^2 - 1_{(|\varepsilon_i| \leq \sigma \sigma)}(\tau_2^c/\tau_0^c)\}(Z_i - \bar{Z}) = E\{(\varepsilon_{i,c}/\sigma)^2 - 1_{(|\varepsilon_i| \leq \sigma \sigma)}(\tau_2^c/\tau_0^c)\}E(Z_i - \bar{Z}) = 0. \]
Hence,
\[ V\{(\varepsilon_{i,c}/\sigma)^2 - 1_{(|\varepsilon_i| \leq \sigma \sigma)}(\tau_2^c/\tau_0^c)\}(Z_i - \bar{Z}) = E\{(\varepsilon_{i,c}/\sigma)^2 - 1_{(|\varepsilon_i| \leq \sigma \sigma)}(\tau_2^c/\tau_0^c)\}^2E(Z_i - \bar{Z})(Z_i - \bar{Z}). \]
Notice that
\[ E\{(\varepsilon_{i,c}/\sigma)^2 - 1_{(|\varepsilon_i| \leq \sigma \sigma)}(\tau_2^c/\tau_0^c)\}^2 = E\{(\varepsilon_{i,c}/\sigma)^4 - 2(\varepsilon_{i,c}/\sigma)^2\tau_2^c/\tau_0^c + 1_{(|\varepsilon_i| \leq \sigma \sigma)}(\tau_2^c/\tau_0^c)^2\}. \]
In particular, let \( \zeta_i^c = \tau_4^c - (\tau_2^c)^2/\tau_0^c \), so that,
\[ E\{(\varepsilon_{i,c}/\sigma)^2 - 1_{(|\varepsilon_i| \leq \sigma \sigma)}(\tau_2^c/\tau_0^c)\}^2 = \tau_4^c - 2(\tau_2^c)^2/\tau_0^c + (\tau_2^c/\tau_0^c)^2 = \zeta_i^c. \]
Hence, by the Central Limit Theorem,
\[ n^{-1/2}N_{n,c} = n^{-1/2}\sum_{i=1}^{n}\{(\varepsilon_{i,c}/\sigma)^2 - 1_{(|\varepsilon_i| \leq \sigma \sigma)}(\tau_2^c/\tau_0^c)\}(Z_i - \bar{Z}) + op(1) \rightarrow D N(0, \zeta_i^c\Sigma_Z). \]
3. Combine items 1 and 2: From item 1,
\[ Den = \tau_4^c/\tau_0^c - (\tau_2^c/\tau_0^c)^2 + op(1) = \zeta_i^c/\tau_0^c + op(1). \]
From item 2.1,
\[ n^{-1}M_n \rightarrow p \tau_0^c\Sigma_Z. \]
From item 2.2,
\[ n^{-1/2}N_{n,c} \rightarrow_{	ext{D}} N(0, \xi_i^\prime \Sigma_Z). \]
Hence, combining via the Slutsky theorem,
\[ \tau_0^2 nR_{n,c}^2 \rightarrow_{	ext{D}} \frac{N(0, \xi_i^\prime \Sigma_Z)(\tau_0^2 \Sigma_Z)^{-1}N(0, \xi_i^\prime \Sigma_Z)'}{\xi_i^\prime/\tau_0^2} \sim \chi_1^2, \]
as stated. \hfill \Box

**Proof of Theorem 3.3:** 1. Expanding \( \hat{\beta} \): The robustified least squares estimator is
\[ \hat{\beta} = \{ \sum_{i=1}^n x_i x_i' 1(\xi_i < \delta c) \}^{-1} \sum_{i=1}^n x_i y_i 1(\xi_i < \delta c). \]
Inserting the model \( y_i = x_i' \beta + \varepsilon_i \), we can write
\[ \hat{\beta} = \beta + \{ n^{-1} \sum_{i=1}^n x_i x_i' 1(\xi_i < \delta c) \}^{-1} n^{-1} \sum_{i=1}^n x_i \varepsilon_i 1(\xi_i < \delta c). \]
By Corollary A.6(c) with \( u_{in} = x_i x_i' \) and \( k = 0 \),
\[ n^{-1} \sum_{i=1}^n x_i x_i' 1(\xi_i < \delta c) = n^{-1} \sum_{i=1}^n x_i x_i' 1(|\xi_i| < \sigma c) + O_P(n^{-1/2}), \]
and by Corollary A.6(c) with \( u_{in} = x_i \) and \( k = 1 \),
\[ n^{-1} \sum_{i=1}^n x_i \varepsilon_i 1(\xi_i < \delta c) = n^{-1} \sum_{i=1}^n x_i \varepsilon_i 1(|\xi_i| < \sigma c) + O_P(n^{-1/2}). \]
Since \( n^{-1} \sum_{i=1}^n x_i x_i' 1(|\xi_i| < \sigma c) \) converges in probability by Assumptions 2.1 and 2.2 and the Law of Large Numbers, then
\[ n^{-1} \sum_{i=1}^n x_i x_i' 1(\xi_i < \delta c) = n^{-1} \sum_{i=1}^n x_i x_i' 1(|\xi_i| < \sigma c) \{1 + O_P(n^{-1/2})\}. \]
Hence, since \( n^{-1} \sum_{i=1}^n x_i \varepsilon_i 1(|\xi_i| < \sigma c) \) also converges in probability in a similar fashion, we get
\[ \hat{\beta} = \beta + \{ n^{-1} \sum_{i=1}^n x_i x_i' 1(|\xi_i| < \sigma c) \}^{-1} n^{-1} \sum_{i=1}^n x_i \varepsilon_i 1(|\xi_i| < \sigma c) + O_P(n^{-1/2}), \]
as desired. \hfill \Box

**Proof of Theorem 3.4:** The proof follows the same steps as those in item 2.2 in the proof of Theorem 3.1. The main difference with this proof resides in the bias terms, which are different from those in Theorem 3.1 where symmetry is assumed.

We start by noting that as in item 2.2 in the proof of Theorem 3.1 \( n^{-1/2} \sigma^{-2} \hat{N}_{n,c} = n^{-1/2} (\hat{N}_{1,n,c} - \hat{N}_{2,n,c}) \) where \( \hat{N}_{1,n,c} = \sum_{i=1}^n (\hat{\xi}_{i,c}/\sigma)^2 \hat{Z}_{i,c} \) and \( \hat{N}_{2,n,c} = \sigma^{-2}(\tau_2^c/T_0^c)(\sum_{i=1}^n \hat{Z}_{i,c}) \).

1. The term \( n^{-1/2} \hat{N}_{1,n,c} \). As in item 2.2.1 of Theorem 3.1,
\[ n^{-1/2} \hat{N}_{1,n,c} = n^{-1/2} \sum_{i=1}^n \{(\hat{\xi}_{i,c}/\sigma)^2 - \tau_2^c\} Z_i + \tau_2^c \sqrt{n} \hat{Z} + G_{n}^{\sigma^2}(\hat{\theta}, c) + o_P(1), \]
where in this case
\[ G_{n}^{\sigma^2}(\hat{\theta}, c) = \{ \hat{f}(c) - (c) \hat{f}(c) \} \sigma^{-2} \tilde{a}_n \sum_{i=1}^n Z_i \]
\[ + \{ \hat{f}(c) - (c)^2 \hat{f}(c) \} \sigma^{-2} \sum_{i=1}^n Z_i x_i'(\hat{\beta} - \beta) \]
\[ - 2 \tau_2^c \sigma^{-2} \sum_{i=1}^n Z_i x_i'(\hat{\beta} - \beta), \]
by definition of the bias in (A.3) and from (A.4) and (A.5) with \( k = 2, \hat{a}_1 = \tilde{a}, \hat{a}_m = 0, w_{in} = Z_i, x_{in} = n^{-1/2} x_i, \hat{b}_1 = n^{1/2}(\hat{\beta} - \beta), \hat{b}_m = n^{1/2}(\hat{\beta} - \beta) \).
2. The term $n^{-1/2} \tilde{N}_{2,n,c}$. As in item 2.2.2 of Theorem 3.1,

\[
\tilde{T}_0^c = n^{-1/2}\{n^{-1/2}\sum_{i=1}^n 1_{|z_i| \leq \sigma c} + G_n^{1,0}(\hat{\theta}, c) + \text{op}(1)\},
\]

\[
\sqrt{n}{\tilde{T}_2^c}/{\sigma^2} = n^{-1/2}\sum_{i=1}^n (\varepsilon_i,c/\sigma)^2 + G_n^{1,2}(\hat{\theta}, c) + \text{op}(1),
\]

\[
\tilde{Z}_c = n^{-1/2}\{n^{-1/2}\sum_{i=1}^n Z_i 1_{|z_i| \leq \sigma c} + G_n^{2,0}(\hat{\theta}, c) + \text{op}(1)\},
\]

where by definition of the bias in (A.3) and from (A.4) and (A.5) with $k = 0$ or $k = 2$, $w_{in} = 1$ or $w_{in} = Z_i$, $\tilde{a}_1 = \tilde{a}$, $a_m = 0$, $\tilde{b}_i = n^{1/2}(\hat{\beta} - \beta)$, $b_m = n^{1/2}(\hat{\beta} - \beta)$, we get

\[
G_n^{1,0}(\hat{\theta}, c) = \{c^{1}(c) - (c^{2}f(-c))\sigma^{-1} \tilde{a} + \{c^{2}(c) - f(-c)\sigma^{-1}n^{-1/2}\sum_{i=1}^n Z_i(\hat{\beta} - \beta),
\]

\[
G_n^{1,2}(\hat{\theta}, c) = \{c^{3}f(c) - (c^{2}f(-c))\sigma^{-1}n^{-1/2}\sum_{i=1}^n x_i^{2}(\hat{\beta} - \beta),
\]

\[
+ \{c^{2}f(c) - (c^{2}f(-c))\sigma^{-1}n^{-1/2}\sum_{i=1}^n x_i^{2}(\hat{\beta} - \beta),
\]

\[
G_n^{2,0}(\hat{\theta}, c) = \{c^{1}(c) - (c^{2}f(-c))\sigma^{-1} \tilde{a}Z + \{c^{2}(c) - f(-c)\sigma^{-1}n^{-1/2}\sum_{i=1}^n Z_i x_i(\hat{\beta} - \beta).
\]

Again, following the same steps as in item 2.2.2 of Theorem 3.1, and expanding B.3, we have

\[
(\tilde{T}_0^c)^{-1}\tilde{Z}_c = \tilde{Z} + (\tau_0^c)^{-1}n^{-1/2}\sum_{i=1}^n Z_i 1_{|z_i| \leq \sigma c} - \tau_0^c) + (\tau_0^c)^{-1}n^{-1/2}G_n^{2,0}(\hat{\theta}, c)
\]

\[
- (\tau_0^c)^{-1}n^{-1}\sum_{i=1}^n 1_{|z_i| \leq \sigma c} - \tau_0^c) \tilde{Z} + (\tau_0^c)^{-1}n^{-1}\sum_{i=1}^n 1_{|z_i| \leq \sigma c} - \tau_0^c) n^{-1/2}G_n^{2,0}(\hat{\theta}, c)
\]

\[
- (\tau_0^c)^{-1}n^{-1/2}G_n^{1,0}(\hat{\theta}, c)Z + \text{op}(n^{-1/2}),
\]

where now

\[
n^{-1/2}G_n^{2,0}(\hat{\theta}, c) - n^{-1/2}G_n^{1,0}(\hat{\theta}, c)Z = n^{-1/2}\{f(c) - f(-c)\}\sigma^{-1}n^{-1/2}\sum_{i=1}^n (Z_i - \tilde{Z}) x_i n^{1/2}(\hat{\beta} - \beta) = \text{op}(n^{-1/2}).
\]

Note also that

\[
n^{-1/2}G_n^{2,0}(\hat{\theta}, c) = n^{-1/2}\{f(c) - (c^{2}f(-c))\sigma^{-1} \tilde{a}Z
\]

\[
+ n^{-1/2}\{f(c) - f(-c)\}\sigma^{-1}n^{-1/2}\sum_{i=1}^n Z_i x_i^{2}(\hat{\beta} - \beta)
\]

\[
= \text{op}(n^{-1/2}),
\]

hence,

\[
(\tau_0^c)^{-1}n^{-1}\sum_{i=1}^n 1_{|z_i| \leq \sigma c} - \tau_0^c) n^{-1/2}G_n^{2,0}(\hat{\theta}, c) = \text{op}(n^{-1/2})\text{op}(n^{-1/2}) = \text{op}(n^{-1}).
\]

Inserting this results in the expression for $(\tilde{T}_0^c)^{-1}\tilde{Z}_c$ and simplifying we get

\[
(\tilde{T}_0^c)^{-1}\tilde{Z}_c = \tilde{Z} + (\tau_0^c)^{-1}n^{-1}\sum_{i=1}^n (Z_i - \tilde{Z}) 1_{|z_i| \leq \sigma c} - \tau_0^c) + \text{op}(n^{-1/2}),
\]

which is the same expression for $(\tilde{T}_0^c)^{-1}\tilde{Z}_c$ in item 2.2.2 of Theorem 3.1. Therefore, as in item 2.2.2 of Theorem 3.1

\[
n^{-1/2}\tilde{N}_{2,n,c} = n^{-1/2}\sum_{i=1}^n \{(\varepsilon_i,c/\sigma)^2 - \tau_0^c\} \tilde{Z} + \sqrt{n}\tau_0^c(\tau_0^c)^{-1}n^{-1}\sum_{i=1}^n (Z_i - \tilde{Z}) 1_{|z_i| \leq \sigma c} - \tau_0^c
\]

\[
+ \sqrt{n}\tau_0^c \tilde{Z} + G_n^{1,2}(\hat{\theta}, c)\tilde{Z} + \text{op}(n^{-1/2}).
\]

3. Combine items 1 and 2. All the steps in item 2.2.3 of Theorem 3.1 apply here. The only thing to recall is that the biases $G_n^{1,2}(\hat{\theta}, c)$ and $G_n^{1,2}(\hat{\theta}, c)\tilde{Z}$ are now different. In particular, we get

\[
n^{-1/2}\tilde{N}_{n,c} = n^{-1/2}\sum_{i=1}^n \{(\varepsilon_i,c/\sigma)^2 - \tau_0^c(\tau_0^c)^{-1}1_{|z_i| \leq \sigma c}\} \{Z_i,c - 1_{|z_i| \leq \sigma c}(\tau_0^c)^{-1}\tilde{Z}_c
\]

\[
+ G_n^{2,2}(\hat{\theta}, c) - G_n^{1,2}(\hat{\theta}, c)\tilde{Z} + \text{op}(1),
\]

\[
+ \sqrt{n}\tau_0^c \tilde{Z} + G_n^{1,2}(\hat{\theta}, c)\tilde{Z} + \text{op}(n^{-1/2}).
\]
where
\[ G_n^{Z,2}(\hat{\theta}, c) - G_n^{1,2}(\hat{\theta}, c)\tilde{Z} = \{c^2f(c) - (-c)^2f(-c)\} \sigma^{-1}n^{-1/2}\sum_{i=1}^n Z_i x'_i(\hat{\beta} - \beta) \\
- \{c^2f(c) - (-c)^2f(-c)\} \sigma^{-1}n^{-1/2}\sum_{i=1}^n x'_i(\hat{\beta} - \beta)\tilde{Z} \\
- 2\tau^2\sigma^{-1}n^{-1/2}\sum_{i=1}^n Z_i x'_i(\hat{\beta} - \beta) \\
+ 2\tau^2\sigma^{-1}n^{-1/2}\sum_{i=1}^n x'_i(\hat{\beta} - \beta)\tilde{Z} \\
+ o_p(1). \]

Inserting this expression in the expansion for \(n^{-1/2}\sigma^{-2}\tilde{N}_{n,c}\) we get

\[ n^{-1/2}\sigma^{-2}\tilde{N}_{n,c} = n^{-1/2}\sum_{i=1}^n \{(\epsilon_{i,c}/\sigma)^2 - \tau^2(\tau^2_0)^{-1}\} \{Z_{i,c} - 1_{|\epsilon_{i,c}| \leq \sigma}\} (\tau^2_0)^{-1}Z_{i,c} \]
\[ + c^2\{f(c) - f(-c)\} \sigma^{-1}n^{-1/2}\sum_{i=1}^n (Z_i - \tilde{Z}) x'_i(\hat{\beta} - \beta) \]
\[ - 2\tau^2\sigma^{-1}n^{-1/2}\sum_{i=1}^n (Z_i - \tilde{Z}) x'_i(\hat{\beta} - \beta) \]
\[ + o_p(1). \]

as stated.  \[ \square \]
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